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Abstract

How unequal are the gains from trade? In this paper, I develop an empirical framework

to quantify the consequences of international trade on welfare of consumers across the income

distribution. I first document large vertical differences between domestic and imported varieties

across EU member countries with imports in richer countries being consistently cheaper and

less sophisticated than varieties offered by home firms and the opposite being true in poorer

economies. I then employ a structural model in which consumer demand for higher-quality

goods is non-homothetic and firms endogenously choose the quality of their products. The

model delivers household-specific price indexes whose parameters can be estimated from the

data and incorporates a flexible production side which allows consistent predictions of how

countries vertically specialize in response to globalization. It can be brought to the data using

random coefficients demand estimation techniques and I infer demand and supply parameters

for more than 3,000 highly disaggregated industries. I find the gains from trade to be moderately

unequal except in small, less wealthy economies. Further, I show that not accounting for vertical

differentiation would overstate the impact of trade on cost-of-living inequality by up to 52%.
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1 Introduction

The last two decades have seen an unprecedented increase in exports from developing countries.

China’s exports alone have increased twentyfold over the last twenty years, and account now for

roughly 13% of worldwide trade flows. Given its sheer magnitude, this trend has not only reignited

the discussion on whether or not countries benefit from free trade in general, but also the question

if trade is an important source of inequality.

There are several convincing arguments why trade matters for inequality: Labor from developing

countries for example is arguably a more direct competition to blue collar workers in developed

economies and may therefore amplify wage differentials between more and less educated workers

through offshoring (see e.g. Hummels et al. (2014)) Also import competition from low-wage

countries has been shown to be particularly harmful for less skilled and mobile workers (see e.g.

Autor et al. (2014)). As evident for instance from the recent U.S. elections and primaries, these

trends appear to have resulted in the growing widespread perception that trade increases inequality

on both ends of the political spectrum.

The majority of these arguments and perceptions however are based on income and wages and

almost universally ignore that trade also affects prices, the availability of goods and the cost of

living. There are however good reasons why trade would also affect the cost-of-living of poor and

rich households differently: First, consumption baskets are known to differ systematically with

income with lower-income households frequently purchasing cheaper, less sophisticated versions

of products relative to wealthier households. Second, countries vary in terms of how good they

are at producing those consumption baskets: Germany is e.g. commonly referred to as being

good at producing higher-quality cars while low-income countries tend to produce clothes or food

more cheaply. As a consequence, trade will affect consumer groups asymmetrically if imports and

domestic goods are differently relevant to households across the income distribution.

In this paper, I develop a theoretical and empirical model to quantify this channel. I first

present suggestive evidence that domestic and imported varieties of goods indeed systematically

differ: First, in line with previous research, there appear to be large unobserved differences between

countries in terms of their products’ quality : Richer economies export the same type of goods at

up to 3 times higher unit values without noticeably lower market shares, suggesting that these

varieties have certain characteristics that are superior to others and are preferred by consumers.

Second, while imports in richer EU economies are consistently cheaper and of lower quality than

varieties offered by home firms, the opposite is true in poorer Eastern European countries. This

suggests not only that imported and domestic varieties differ but also that the size and direction

of these differences is country-specific and correlated with income levels.

In order to quantify how unequal the gains from trade are across countries, I develop and employ

a structural model which is necessary for several reasons: First, in order to measure and aggregate

individual welfare across the income distribution and thousands of products, I need to quantify

how and how differently households value each variety, which is infeasible without at least some
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basic structure on the demand side. My theoretical framework delivers household-specific price

indexes whose parameters can be estimated from the data and, importantly, can then be used for

counterfactuals and the comparison of a scenario with and without trade.

Second, the stylized facts on EU countries are based on unit values which are known to be a

potentially misleading measure of product quality. While the observation that low unit values do

not correspond to higher market shares in the data is suggestive of vertical differentiation, it is

nevertheless important to rigorously disentangle the impact of quality on unit values from that of

wages and productivity. My model does so by relying on the idea of Khandelwal (2010) and jointly

uses information on unit values and market shares to identify quality from the data.

Third, vertical differentiation is plausibly endogenous. The measured price and quality differ-

entials between foreign and domestic goods are equilibrium outcomes and are realistically affected

by trade. In particular, I show that if countries adjust their varieties in response to foreign com-

petition, for which there is ample support in the data (see e.g. Amiti and Khandelwal (2013),

Bloom, Draca, and Van Reenen (2016), or Dingel (2017)), the empirical results will be biased when

not adequately accounting for supply side adjustments. The model therefore incorporates a flexible

production side which allows consistent estimation of how countries vertically specialize in response

to globalization.

Motivated by the stylized facts present in the data, I develop a multi-sector model of inter-

national trade with three key features: First, I allow consumer demand to be potentially non-

homothetic, i.e. demand for higher-quality varieties to vary with income. Second, countries differ

in their available production technologies and endogenously choose the quality of their products.

Third, in order to be able to make statements on how unequal the effects of international trade are,

each country is populated by a distribution of heterogeneous households which will earn different

incomes.

I estimate the model on a dataset of trade flows within and into the European Union as well as

matched production data in more than 3,000 disaggregated product categories. A major estimation

challenge on the demand-side is that household-level consumption data is rarely available, and if

so, it is typically limited to a single country or a small set of products. Relying on such datasets

would therefore make an estimation of the unequal gains from trade for a wide range of countries

infeasible and also limit the ability to empirically determine to which degree exporters respond to

variation in the income distribution in each destination.

My main methodological contribution on the demand side is to overcome this limitation by

developing a demand framework which can be brought to the data using only commonly avail-

able data on market-level expenditure shares, unit values and the income distribution in various

countries. In particular, using log-logit preferences, my model delivers a tractable estimation equa-

tion which resembles that of discrete choice random coefficients models of consumer demand in

the style of Berry, Levinsohn, and Pakes (1995, BLP), which have become increasingly popular

in the structural industrial organization literature. This allows me to greatly benefit from recent

computational methods in models with consumer heterogeneity and, while still computationally
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demanding, estimate demand for several thousand distinct product categories reliably.

Once the demand side parameters are known, I back out the production technology of each

producer and product that rationalizes the price and quality choices in the data. The empirical

framework provides estimates on the elasticity of the (log) marginal cost with respect to quality,

which allows me to quantify how firms vertically differentiate in response to market conditions

and importantly, foreign competition. The model delivers an intuitive condition for the direction

in which firms adjust the quality of their products in response to trade based on (1) their own

technology, (2) foreign technology, and (3) the extent to which demand is non-homothetic.

I show that in the presence of consumer heterogeneity, the impact of trade liberalization on

vertical differentiation can be captured by a sufficient statistic, the effective price elasticity faced

by each producer. This elasticity is an equilibrium outcome and will be affected by trade if domestic

and foreign varieties are differently attractive across consumer groups. In the empirical application,

I find that trade predominantly results in entry of cheaper, less sophisticated varieties, which makes

domestic EU companies disproportionately less attractive to poorer households and lowers the

average price elasticity of their remaining consumers. In the model, this reduction in the effective

aversion to higher prices leads firms to quality upgrade and I show that this channel is absent in

representative household frameworks.

My parameter estimates imply that richer countries have a comparative advantage in producing

higher-quality varieties for the majority of products. Specifically, the elasticity of (log) unit costs

with respect to quality is lower in richer economies and results in those countries specializing in more

sophisticated and expensive varieties of the same type of goods. I also find that demand for higher-

quality varieties is disproportionately increasing in income and across the income distribution: In

78% of product categories, an increase in income leads households to put a greater weight on quality

relative to the price in their consumption choice.

Based on these estimates, I simulate a counterfactual move to autarky to quantify the gains

from trade for households in each country and across the income distribution. I first show that when

holding the supply side fixed, the disproportionate inflow of cheaper, less sophisticated varieties

results in poorer households benefiting more from trade than richer ones do in each EU member

country. Depending on the specification, trade results in an on average 1 to 2.5 percentage points

stronger decline in the cost of living for a household at the 20th percentile of the income distribution

relative to one at the 80th percentile.

I also document considerable heterogeneity in terms of how unequal the gains from trade are

in each country. While poorer households gain almost 3 percentage points more in the richest

EU economies, the gains are almost equally distributed in the poorer member states Romania or

Lithuania. Since richer countries tend to have a comparative advantage in producing higher quality-

goods, but at a high price, poor households in these countries particularly benefit from access to

cheaper foreign varieties through trade.

I find that allowing for endogenous quality specialization on the supply side has a significant

impact on the results. The estimates imply that the average domestic producer will want to quality
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downgrade when moving to autarky in order to cover demand from poorer households that was

previously met by cheaper foreign firms. These adjustments mitigate how unequal the gains from

trade are: When vertical product characteristics are held fixed, the gap between rich and poor

consumers averages 2.5 percentage points and can take larger values of 4 to 7 percentage points in

rich economies. In comparison, when accounting for quality and price adjustments this gap shrinks

to about 1.2 percentage point on average. In total, this translates into the gains from trade being

51.8% less unequal when taking vertical differentiation into account.

Finally, the gap in the welfare gains between poor and rich decreases further and actually

reverses on average when accounting for entry of less productive firms in response to trade bar-

riers. Given the inverse relationship between quality and productivity, entry of less productive

firms lowers the average quality of domestic firms, thereby providing an additional channel which

disproportionately benefits poor consumers. I find that this mechanism lowers the cost-of-living

of rich households by 1.8 to 2.7 percentage points more than that of poorer ones. While trade

continues to be 4-6 percentage points more pro-poor in richer economies compared to poorer ones,

this channel also generates a sizable correlation between country size and inequality in the gains

from trade: In particular, I find that trade in small and less wealthy countries magnifies nominal

income inequality by almost 4 percentage points but has close to balanced consequences in larger

and richer EU economies such as France, Germany, or the UK.

The relationship between trade and inequality is one of the classic topics of interest in inter-

national economics and has sparked an extensive theoretical and empirical literature over many

decades. The distributional consequences of trade through the consumption channel however have

only received sporadic attention in the empirical literature, especially in comparison to a large lit-

erature on the impact on earnings of workers with different skills, endowments, and education (see

e.g. Goldberg (2015) for an extensive literature survey). Notable exceptions are for example Porto

(2006) or Broda and Romalis (2009) who provided early studies on real consumption inequality in

the context of international economics.

More recently, Fajgelbaum and Khandelwal (2016) measure how unequally trade affects con-

sumer welfare based on the almost-ideal demand system (AIDS, Deaton and Muellbauer (1980)).

The main advantage of using a log-logit demand system here is that it naturally and explicitly

allows me to introduce product characteristics such as a product’s quality. This enables me to

quantify the location of each producer in characteristics-space and how it will change with trade

and foreign competition. In Fajgelbaum and Khandelwal’s (2016) Armington model, the supply

side is fixed in the sense that countries exogenously specialize in producing goods with a certain

income elasticity. In contrast, the income elasticity of varieties in my setup is an equilibrium out-

come and itself changes with international trade, providing an additional, quantitatively relevant

channel through which trade affects inequality and I believe this is the first paper that measures

its aggregate quantitative importance.1

1Additionally, while admittedly having disadvantages in other dimensions, it is also slightly more straightforward
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Broda and Romalis (2009) and Faber (2014) use detailed individual-level shopping data to

study the heterogeneous impact of Chinese and U.S. imports, respectively, on the cost of living of

differently rich consumers. While such datasets provide extremely rich information on consumer

behavior and the extent to which demand is non-homothetic, they are generally not available for a

broad set of countries and cover only a subsection of goods. The framework of this paper has the

benefit that it can be applied to standard international trade datasets which makes it applicable

to a wide range of countries and particularly well-suited for cross-country comparisons.

The paper also relates to recent work by Faber and Fally (2017), who use a detailed scanner

dataset for the U.S. to quantify the unequal gains from trade. In particular, the paper shows that

when taking into account the firm-size distribution and the observation that larger, more productive

firms tend to sort into producing more income-elastic varieties, trade disproportionately benefits

wealthier consumers. While this paper focuses more on within-firm differentiation, I show that

Faber and Fally’s (2017) findings also hold in the current setting and hence appear to apply more

broadly to the manufacturing sector and for a wide range of countries. In addition, I document that

the impact of trade on cost-of-living inequality varies quite strongly with country characteristics

with trade being substantially more pro-rich in poorer as well as in smaller countries. To my

knowledge, this paper is the first one to quantify the relationship between country size and the

impact of trade on cost-of-living inequality.

This paper also contributes to a large and growing literature on vertical differentiation (Schott

(2004), Hummels and Klenow (2005), Hallak (2006), Khandelwal (2010), Hallak and Schott (2011),

Feenstra and Romalis (2014), Dingel (2017)) and quality upgrading (Verhoogen (2008), Amiti and

Khandelwal (2013), Bloom et al. (2016)) in international trade. In contrast to those papers, I

quantify and endogenize quality for a wide range of products and countries in a framework with

consumer heterogeneity and highlight the importance of the effective price elasticity faced by each

producer as sufficient statistic for the impact of trade liberalization on vertical differentiation. My

estimates allow me to predict the extent and direction in which firms adjust the quality of their

products in response to trade and suggest substantial heterogeneity across both countries and

products.

Finally, the paper also relates to the literature on demand estimation and non-homothetic

consumer demand in international economics and related fields (see e.g. Fieler (2011), Fajgelbaum,

Grossman, and Helpman (2011), Hummels and Lugovskyy (2009), Handbury (2013)). My paper

contributes to this literature by providing a novel identification strategy and estimates on the extent

to which demand is non-homothetic for thousands of goods and a range of countries. It is also a

large-scale application of the BLP demand system and delivers estimates on price elasticities and

the importance of unobserved heterogeneity for thousands of product categories and more than

to introduce an extensive margin or prohibitively high trade cost in the log-logit demand system, in part due to the
possibility of AIDS generating negative expenditure shares in empirical applications. More generally, characteristics-
space approaches for example also allow projecting the welfare implications of new varieties (see Petrin (2002)).
Finally, while AIDS relates to translog utility, the discrete-choice model used here is a generalization of CES prefer-
ences. The aggregate welfare results and parameter estimates of this paper are therefore readily comparable to those
found e.g. in Broda and Weinstein (2006) or Ossa (2015).
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hundred thousand varieties in contrast to studies that focus on a particular industry (see e.g. Nevo

(2000), Petrin (2002) or Cosar et al. (2015)). Further, the addition of consumer heterogeneity

generates household-specific elasticities of substitution for each product, which differ by income

group as well as country and complement previous estimates obtained in representative household

frameworks (see e.g. Broda and Weinstein (2006), Soderbery (2015), or Ossa (2015)). Given the

increasing popularity of random coefficients models of consumer demand, I believe these estimates

will prove useful and relevant beyond the context of the present analysis.

The paper is structured as follows: The next section presents several stylized facts in the data

which motivate the analysis and setup of the model. Section 3 covers the theoretical model along

with its key predictions. In section 4, I lay out my estimation strategy, describe the data, and

discuss identification of the model. Section 5 presents the parameter estimates, model fit, and

the counterfactual implications. Finally, sections 6 and 7 assess the robustness of the results and

conclude.

2 Motivation

This section documents several empirical facts on trade flows involving EU member states, which

motivate the analysis, the setup of my theoretical model, as well as the resulting empirical frame-

work.2 In particular, the data suggests (1) the presence of systematic vertical differences between

domestic and imported varieties of products, (2) large unobserved quality differences between ex-

porters, and (3) a non-homothetic consumer demand.

In this part, I use data on bilateral trade flows and matched production data for the European

Union in highly disaggregated 8-digit product categories between 1989 and 2013. The data covers

27 importers and the universe of exporters to the European Union during the given time period.

The EU’s statistical agency, Eurostat, categorizes products into roughly 10,000 8-digit categories

and within these categories, products are homogeneous in the sense of being similar in terms of

their product characteristics. I will describe the data along with summary statistics in more detail

in section 4.

Figure 1 documents the first set of empirical regularities in the European trade data: First,

richer countries in terms of GDP per capita import goods at systematically higher prices. Panel

a) summarizes the coefficients βMj from a regression of import prices on importer dummies and

product fixed effects,

log(pMjk) = βMj I{Importer = j}+ βMk I{Product = k}+ εjk, (1)

where pMjk denotes the average import price in country j in a product category k, weighted by

trade volume. Each βMj can be interpreted as percentage deviation in import prices compared

to a reference country, for which I choose France. In panel a), I restrict the sample to exporters

2Some of these facts have also been documented in other datasets, see in particular Schott (2004), Hummels and
Klenow (2005), and Hallak (2006).
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a) Import Prices b) Export Prices (EU only)

c) Export Prices (all countries) d) Market Shares

Figure 1: Import and Export Prices: Panel a) plots the coefficients βM
j from regression

(1). Each value can be interpreted as the percentage deviation in import prices relative to

France. Panels b) and c) plot the coefficients βX
j from regression (2), which reflect the

percentage deviation in export prices relative to France. Plot b) reports the estimates for

EU countries only while all estimates are shown in panel c). Panel d) summarizes the

estimates of βS
j from regression (3). All data is for the year 2007.

from outside Europe to minimize the impact of location within Europe and to ensure that the

relationship is not driven by a country’s proximity to other rich economies.3

The plot in Panel a) demonstrates a strong positive relationship between a country’s GDP per

capita and the average price of its imports: The average import price is for example about 30 - 40%

higher in the richer economies Ireland and Luxembourg compared to France while Bulgaria imports

at about 60% lower prices. The slope of the fitted line in Panel a) equals 0.30, which implies that

a 10% increase in GDP per capita correlates with a 3% increase in the average import price.

Second, Panels b) and c) show that richer countries not only import but also export goods at

higher prices. Analogous to Panel a), these figures plot the estimates of the coefficients βXj in the

3As an example, the average price of exports to Poland would be higher when using the full sample since it is
geographically close to Germany, which sells high-priced varieties. Even when using the full sample however, there is
still a clear positive relationship between a import prices and GDP per capita.

8



regression

log(pXjk) = βXj I{Exporter = j}+ βXk I{Product = k}+ εjk, (2)

where pXjk denotes the average export price of country j weighted by trade volume when exporting

product k. In Panel b), I only report the estimates for the 27 EU countries while Panel c) plots

the results for all countries. I again exclude France in this regression so that the βXj ’s reflect the

average percentage deviations of each exporter’s prices from those of French firms. As evident from

both panels, there is a similarly strong positive correlation between exporter GDP per capita (in

logs) and average export prices (in logs). The highest-priced exports originate in rich countries

such as Japan, Switzerland, and the United States and their exports cost roughly 3 times as much

as the lowest-priced varieties. The slope of the fitted line in panel c) is 0.21 implying that a 10%

increase in GDP per capita correlates with a 2.1% increase in the average export price.4

Third, these higher export prices do not translate into lower market shares. As shown in Panel

d), evaluating regression (2) with market shares as dependent variable instead of export prices, i.e.

log(msjkm) = βSj I{Exporter = j}+ βSk I{Product = k}+ εjkm, (3)

reveals no negative relationship between market shares msjkm of exporter j in country m and

j’s GDP per capita. In fact, richer countries have on average even slightly higher market shares,

despite selling at significantly high unit values.

I interpret the above empirical patterns as evidence for two familiar regularities in the data:

First, Panels b) to d) suggest the presence of sizable unobserved quality differences between ex-

porters, even within narrowly defined product categories: The fact that expensive varieties have

high market shares implies that they must have certain characteristics which dominate others and

are preferred by consumers. This vertical differentiation is also systematically correlated with

income: Richer economies tend to produce higher-quality varieties than poorer countries do.

Second, Panel a) suggests that richer economies also import higher-quality varieties. This

observation speaks in favor of demand being to some extent non-homothetic in the sense that

richer households have a stronger preference for higher-quality versions of imported goods or are

more able to afford them.

Figure 2 documents that there is also substantial variation in the extent to which the prices

of domestic and imported goods differ across countries: Both figures plot the percentage price

difference between domestic and imported varieties for the median product in each country. The

left figure compares the price of domestic varieties to that of all foreign imports, while the right

one compares it to that of Asian imports only, which account for the majority of growth in imports

to Europe over the last decades.

As shown in the left panel of Figure 2, domestic goods are about 50% cheaper than imported

varieties in the poorer EU economies but up to 25% more expensive in richer economies. The fitted

4This number is somewhat larger than the estimate found by Schott (2004) for the U.S. of 0.13. For the largest
EU economies however, the numbers are significantly closer with 0.16 in France, 0.16 in Germany and 0.18 in the
UK.
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a) All Exporters b) Asian Exporters

Figure 2: Domestic and Import Prices: Panels a) and b) plot the median percentage

difference between domestic and import prices for each EU country. Plot a) uses the full

sample while plot b) plots the difference in prices between domestic goods and Asian exports.

All data is for the year 2007.

line in Panel a) has a slope of 0.28, implying that a 10% increase in GDP per capita translates into

a 2.8% larger gap between domestic and import prices. When looking only at Asian imports, all

but one country’s produced varieties are more costly than its imports: For the median product,

domestic varieties are between 10 and 65% more costly relative to imports.

Taken together, Figures 1 and 2 suggest the presence of significant differences between the

quality and characteristics of domestic and imported varieties. Even though shipping is costly,

foreign goods are frequently cheaper than those offered by home firms, without providing no-

ticeable advantages in market shares. This is especially true for varieties originating from Asian

economies. Further, there is considerable heterogeneity in these differences: While imports in richer

EU economies are systematically cheaper than those offered by home firms, the opposite is true in

poorer Eastern European countries. This suggests not only that imported and domestic varieties

differ but also that the size and direction of these differences is country-specific and varies with

income levels.

These observations also raise the natural question, if trade affects welfare of poor and rich

households differently. As stated earlier and suggested by Figure 1, consumption baskets vary with

income, with poorer households consuming a larger share of cheaper, less sophisticated varieties of

products. It therefore appears likely that the observed differences between imported and domestic

varieties translate into unequal gains for households across the income distribution in each country.

The goal of the structural framework presented in the next sections is to answer this question more

rigorously and to determine if and for which countries the impact of trade on the cost of living

counteracts or amplifies the observed inequality in income.
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3 Model

3.1 Model Features

In order to quantify how unequal the gains from trade are, I develop and employ a structural

model for several reasons: Most importantly, in order to measure and aggregate individual welfare

across the income distribution and thousands of product categories, I need to quantify how and

how differently households value each variety, which requires at least some basic structure on the

demand side. Further, the suggestive evidence presented above was based on unit values and

while the observation that low unit values do not correspond to higher market shares in the data

is suggestive of vertical differentiation, it is nevertheless important to rigorously disentangle the

impact of quality on unit values from that of wages and productivity. Finally, vertical differentiation

is plausibly endogenous. The price differentials presented in the previous section are equilibrium

outcomes and are realistically affected by trade. The model therefore incorporates an explicit

supply side in order to predict how countries vertically specialize in response to trade.

The resulting multi-sector model of international trade has four key features, which are mo-

tivated by the stylized facts of the previous section. First, consumer demand is non-homothetic,

i.e. demand for higher-quality varieties is potentially increasing in income. Second, countries differ

in their available production technologies and endogenously choose the quality of their products.

Third, in order to be able to make statements on how unequal the effects of international trade are,

each country is populated by a distribution of heterogeneous households which will earn different

incomes. Finally, trade is costly: There are both per-unit trade costs as well as a fixed cost of

selling to a market as in Melitz (2003). The demand side of the model builds on Handbury (2013),

who estimates a non-homothetic demand system for groceries in the United States. I extend her

theoretical framework by adding a structural supply side and the estimation routine to a setting

where household-specific expenditures are not available to the researcher.

3.2 Households

I assume that each country is populated by a distribution of households i which are endowed with

li units of labor. There are two major types of goods in the economy: A set of differentiated,

manufacturing goods, x, and services z. Within the manufacturing sector, there are many different

products k = 1, ...,K a household can buy, e.g. cars or coffee, and in equilibrium, each of these

products will be consumed at a nonzero amount. I assume that all manufacturing goods are tradable

and that labor is perfectly mobile across sectors k.

Firms in each country produce differentiated varieties j = 1, ..., J of products, e.g. German,

French, and Japanese companies each produce a unique type of car. These varieties may differ in

terms of vertical and horizontal characteristics as well as in the price pjk which consumers pay for

them. Figure 3 summarizes the consumption decisions of consumers.

In order to allow for both types of product differentiation, I assume that household utility for
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Figure 3: Overview of Consumer Choices

a variety j is given by

u
(i)
jk = xjke

qjk+εijk
α(zi) .

where xjk denotes the quantity consumed. It is multiplied by a taste or demand shifter which

depends on the quality of the product qjk as well as an idiosyncratic valuation of the respective

variety, εijk. qjk captures that varieties are vertically differentiated, i.e. that certain product

characteristics are superior to others and are preferred by all consumers. Horizontal differentiation

implicitly enters through εijk, which allows consumers to have differing tastes for each j, but does

not affect the mean utility provided by each variety. Intuitively, qjk captures dimensions such as

reliability or horse power of a car, while εijk rather reflects differences in color or appearance.

Finally, in order to introduce non-homotheticities in demand, I follow Fajgelbaum, Grossman,

and Helpman (2011) and assume that services z and product quality are complements in utility, i.e.

that the marginal utility of quality is increasing in the consumption of services, α′(zi) < 0. Under

this assumption, richer households will have a higher demand for higher quality varieties than

poorer households as long as services are a normal good. Intuitively, this assumption implies for

example, that renters of an expensive apartment would benefit more from higher-quality furniture,

and vice versa.

I assume that the overall utility which a household i receives from buying product k is given by
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the sum of the individual components u
(i)
jk :

u
(i)
k =

∑
j∈Jk

u
(i)
jk . (4)

In this case, it will be optimal for households to buy only one variety of a product. More specifically,

households will choose variety j∗ if it dominates all other varieties in terms of utility, i.e. if

u
(i)
j∗k ≥ u

(i)
jk

⇔ xij∗ke
qj∗k+εij∗k

α(zi) ≥ xijke
qjk+εijk
α(zi) ; ∀j ∈ Jk,

where Jk denotes the set of all varieties that are available to the household.

As is common in the discrete-choice literature, I assume that the idiosyncratic valuation εijk can

be captured by a distribution. In particular, I make the common assumption that it follows a type

1 extreme value distribution with location parameter 0 and scale parameter 1. This assumption

greatly enhances the tractability of the household decision and delivers a closed-form solution for

the choices made by consumers. Specifically, as shown in Appendix C.1, the probability that a

consumer with service consumption zi chooses variety j∗, can be written in the familiar logit form

Pr(i 7→ j∗) =
exp[qj∗k − α(zi) ln pj∗k]∑
j∈Jk exp[qjk − α(zi) ln pjk]

(5)

where pjk denotes the price of a variety j of product k.

Equation (5) has a very intuitive interpretation. The numerator captures all characteristics

associated with variety j while the denominator reflects those of all competing products. It is

therefore straightforward to show that varieties with higher quality and lower prices are more

attractive to consumers in general and will therefore have a higher probability of being chosen.

Also notice that the idiosyncratic term εijk is not present in this equation which implies that

horizontal product characteristics do not affect consumer choices on average.

Demand is non-homothetic through the term α(zi) which premultiplies the price pjk. This

implies that households place different weights on varieties’ prices in their consumption decision

and therefore make different choices. Given that α(zi) therefore effectively governs how price-elastic

households behave, I will refer to it as the price coefficient throughout the paper, which is in line

with the terminology used in the structural IO literature. Since α′(zi) < 0, α(zi) will be lower for

high-income consumers, consistent with the prior that poorer households are more income-restricted

and therefore more price sensitive than richer households.

The consumer-specific choice probabilities (5) can also be used to derive an expression for the

total share spent on a variety in a country. For this purpose, I explicitly introduce a subscript

m indicating the respective importing country (market) to highlight the channels through which

expenditure shares will differ across countries. By the law of large numbers, the expenditure share
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of exporter j of product k in market m is equal to

sjkm ≡
pjkmxjkm∑

j′∈Jkm pj′kmxj′km

=
∑
i∈Im

Eikm∑
i′∈Im

Ei′km
Pr(i 7→ j)m, (6)

i.e. sjkm is an expenditure weighted average of the individual choices, with Eikm being the amount

spent on product k by consumer i.

In order to solve for Eikm in equation (6) and to construct aggregate welfare measures later on,

I also need to specify how consumers distribute their expenditures across products. For simplicity,

I assume that the total utility over manufacturing goods, U
(i)
M (x, z) is of Cobb-Douglas form with

U
(i)
M (x, z) =

∑
k=1,..K

ωk lnu
(i)
k .

where {ωk}Kk=1 represent consumption weights for all products k = 1, ...K and u
(i)
k denotes the

utility provided by the chosen variety from equation (4).5 Under this specification, households will

spend a constant fraction of their manufacturing expenditure on each product category, i.e.:

Eikm ≡ pjkmxijk = ωk(yi − pzmzi), if j = j∗ (7)

= 0, otherwise. (8)

I do not explicitly model the decision between manufacturing goods and services.6 I do however,

consistent with empirical evidence, allow the share that households spend on services, γ(·), to vary

with income, i.e.

pzmzi = γ(yi)yi (9)

pjkmxijk = ωk(1− γ(yi))yi. (10)

I do not place any theoretical restrictions on γ(yi) other than γ(yi) ∈ (0, 1). However, since richer

households typically spend a larger fraction of their income on services and less on manufacturing

goods, one would expect γ to be an increasing function in yi.

Under the above assumptions, equations (5), (6) and (10) can be used to derive the aggre-

gate expenditure share of exporter j in market m as a function of expenditure shares, product

5In section 6, I evaluate how sensitive the main results are to imposing the Cobb-Douglas assumption on different
aggregation levels.

6As shown in Handbury (2013), this is fine as long as services are a normal good. Since the share of income spent
on services is empirically even increasing in income, this is arguably a realistic assumption.
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characteristics and the income distribution:

sjkm =
∑
i∈Im

(1− γ(yi))yi∑
i′∈Im

(1− γ(yi′))yi′

exp[qjkm − α(zi) ln pjkm]∑
j′∈Jkm exp[qj′km − α(zi) ln pj′km]

=
∑
i∈Im

(1− γ(yi))yi∑
i′∈Im

(1− γ(yi′))yi′

exp[qjkm − α
(
γ(yi)

yi
pzm

)
ln pjkm]∑

j′∈Jkm exp[qj′km − α
(
γ(yi)

yi
pzm

)
ln pj′km]

. (11)

Expenditure shares can vary across markets through essentially three channels: First, the set

of available varieties Jkm may differ, i.e. certain countries do not export to others. Second, the

same exporting country may offer different products in different markets or sell at different prices.

Hence, conditional on Jkm, equilibrium prices pjkm and qualities qjkm may vary across markets.

Finally, even if the set of available products were the same across countries, expenditure shares will

differ through demand being non-homothetic. The observation that richer households have a higher

demand for high-quality varieties will e.g. translate on the aggregate into high-quality producers

having higher shares in richer countries.

All three channels will also depend on each other through the supply side: The set of available

varieties Jkm will depend on the respective demand in market m, as for example high-quality

producers will face a higher demand in rich countries. In order to run meaningful counterfactuals

it will therefore be important to understand how demand and supply jointly determine the set of

available products in each market.

Equation (11) will be the main structural estimation equation I use on the demand side. The

fact that expenditure shares can be expressed as a function of prices pjkm, quality qjkm and the

income distribution alone is important, since each of those statistics is either observable or can be

readily estimated. This will allow me to recover the distribution of the αi’s in each market and

product category, which governs the extent to which demand is non-homothetic and will be an

important determinant of inequality in the gains from trade.

3.3 Supply Side

Each country c is populated by a continuum of potential producers which can sell their products at

home and abroad. Firms produce horizontally as well as vertically differentiated varieties and while

horizontal differentiation is costless and treated as exogenous, the firm’s marginal cost mcjm(qjm)

depends on the level of quality qjm set by the firm.7 In order to sell to a market, firms additionally

have to pay a fixed cost f , which is product-specific. Each firm will therefore only enter a market

m if its profits there exceed f , i.e. as long as

pjm −mcjm
pjm

sjmEm ≥ f, (12)

7All equations of this subsection hold separately for each product category. For notational convenience, I therefore
drop the product subscript k throughout this subsection.
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where Em denotes the aggregate expenditure in market m and sjm the share of expenditure spent

in country m on firm j′s varieties as defined by equation (11). Since sjm depends negatively on

entry by other firms, the equilibrium number of firms selling in market m will be bounded and

firms will choose to enter market m until (12) holds with equality.

I assume that conditional on entry, firms simultaneously choose prices pjm and quality qjm for

each market to which they sell in order to maximize profits. This implies that exporters can in

principle tailor their products to the respective markets they sell to and respond to local demand

conditions.8 The optimization problem of each firm can therefore be summarized as

(q∗jm, p
∗
jm) = arg max

pjm,qjm
πjm = [pjm −mcjm(qjm)]

sjmEm
pjm

− f. (13)

The profit maximization condition (13) implies that the optimal price and quality choices of each

firm must satisfy two first-order conditions:

[pjm] :
pjm −mcjm(qjm)

mcjm(qjm)
=

∑
i∈Im

Eims
(i)
jm∑

i∈Im
Eimαis

(i)
jm

(
1− s(i)jm

) (14)

[qjm] :
∂mcjm(qjm)

∂qjm
sjm = (pjm −mcjm(qjm))

∑
i∈Im

Eim
Em

s
(i)
jm

(
1− s(i)jm

)
. (15)

The first equation (14) characterizes the markup of the firm conditional on the chosen level of

product quality qjm. The optimal markup has two intuitive properties: First, it is declining in the

price coefficient αi: The more price-elastic consumers are, the lower will be the price and markup the

firm is able to charge. In the limit, as αi →∞, firms would charge exactly marginal cost. Second,

the markup is increasing in firm size, consistent with the idea that market power allows firms to

generate higher profits per unit. As s
(i)
jm → 0,∀i, the markup will go to

∑
i∈Im Eim/

∑
i∈Im αiEim,

while it will be unbounded if s
(i)
jm → 1,∀i.

An important difference compared to a representative agent framework is that the price coef-

ficients αi are weighted by the firm’s shares for different consumer groups, s
(i)
jm. This means that

the firm will be more responsive to the price elasticity of certain consumer groups, but less to

that of others. The effective price elasticity faced by the firm is hence an endogenous variable

and depends on the firm’s characteristics through s
(i)
jm. A high-quality producer for example will

typically have a larger share among richer, less price elastic households. Its effective price elasticity∑
i∈Im αis

(i)
jm

(
1− s(i)jm

)
is hence lower and allows it to charge a higher markup.9

The first-order condition with respect to quality (15), essentially requires the marginal revenue

8This is a relatively common assumption made in the literature. As noted by Feenstra and Romalis (2014),
Volkswagen selling lower-quality versions of their cars in Latin America is an example of such firm behavior.

9Technically, this also requires that the shares s
(i)
jm are smaller than 50% but this will be the case for the vast

majority of observations in the empirical part.
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of increasing qjm to equal the additional cost. This additional cost depends on the firm-specific

slope of the marginal cost curve with respect to quality ∂mcjm(qjm)/∂qjm: A larger increase in

the marginal cost associated with an increase in qjm will lead to a lower optimal quality choice,

all else equal. The marginal revenue on the other hand depends largely on demand-side factors

and competition. As will become clear below, the effective price elasticity of a firm’s consumers

will also be an important determinant of the demand for quality and in turn of the firm’s optimal

choice of qjm.

I assume that the marginal cost of serving market m is product- and country-pair-specific. This

accounts for shipping costs between countries c and m, tariffs, as well as for any other importer-

and exporter-specific factors that affect unit costs. The assumption also implies that firms from c

selling to m share a common marginal cost function, mcjm(·) = mccm(·). In this case, firms j ∈ c
selling to m face the same first-order conditions and will make identical choices when selling to

m.10 As shown in the Appendix, the first-order conditions can then be slightly simplified to

pcm −mccm(qcm)

mccm(qcm)
=

Ncm
∑
i∈Im

Eims
(i)
cm∑

i∈Im
αiEims

(i)
cm

(
Ncm − s(i)cm

) (16)

∂mccm(qcm)

∂qcm

scm
Ncm

= (pcm −mccm(qcm))
∑
i∈Im

Eim
Em

 s(i)cm
Ncm

−

(
s
(i)
cm

Ncm

)2
 , (17)

with the share of expenditure in country m spent on goods from c given by

scm = Ncmsc∗m =
∑
i∈Im

Eim
Em

exp(qcm + lnNcm − αi ln pcm)∑
j′ exp(qc′m + lnNc′m − αi ln pc′m)

. (18)

In anticipation of the empirical model, I assume that the marginal cost can be characterized by the

following functional form:

mccm = exp(m0,cm · q
m1,cm
cm ), (19)

where I allow m0,cm and m1,cm to be potentially source-destination specific. The functional form for

the marginal costs does in principle not need to be exponential but can for example also be linear

or log-linear. There are however several restrictions and desirable properties that guide the choice

of this relationship. First, two source-destination specific parameters can be separately identified

from equations (16) and (17) and I denote the parameters of mccm(·) with m0,cm and m1,cm.11

10To be exact, if any set of firms optimally choose pcm and qcm, then pcm and qcm will also satisfy the first-order
conditions of the remaining firms. In principle, the firm problem might have multiple solutions, i.e. some firms may
want to choose a differing pcm and qcm to attract a different consumer group. In practice, I found this not to be the
case given my estimates. To test this, I checked whether or not a single company might have an incentive to deviate
both using different starting values when solving its first-order condition as well as by using a grid search.

11In principle, one can easily allow m0,cm and m1,cm to depend on other observables: Differences in the parameters
of this cost functions by exporter c for example will likely be correlated with differences in labor costs in each source
country. Shipping costs are a major argument why the coefficients will not only be source- but source-destination-
specific as the shipping distance depends on the respective country-pair. Section 5.1 provides a sense on how the
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Second, the choice of mccm(·) should ensure interior solutions for both the optimal price and

quality set by each firm, in line with the data. This is important, since if mccm(·) is too convex or

too concave in qcm, firms will optimally want to choose either an infinitively low level of quality or an

infinitively high one. Since costs and prices are closely related through equation (14) and the price

enters utility in logs while quality does so linearly, an exponential functional form largely avoids

these problems in practice. In the empirical application, I found logarithmic or linear relationships

to frequently be unable to deliver interior solutions for pcm and qcm and therefore to be inconsistent

with the data.

Third, regarding the term in brackets, I follow Feenstra and Romalis (2014), who assume a

unit cost of wcq
1/θ
cm /ϕcm where wc is the source country’s wage, and ϕcm its destination-specific

productivity. In my specification, wc and ϕcm are absorbed into m0,cm while m1,cm = 1/θ, which

reflects the returns to quality, is allowed to vary by source and destination. This specification also

has the additional benefit that it implies a constant elasticity of the log marginal cost with respect

to quality equal to m1,cm, which gives m1,cm a straightforward interpretation.

Fourth, this functional form implies an intuitive, algebraic solution for the optimal quality choice

q∗cm given by

q∗cm =

(
1

αcmm0,cmm1,cm

) 1
m1,cm−1

(20)

with

αcm =

∑
i∈Im αi[s

(i)
c∗m − (s

(i)
c∗m)2]∑

i∈Im s
(i)
c∗m − (s

(i)
c∗m)2

. (21)

where s
(i)
c∗m := s

(i)
cm/Ncm denotes the expenditure on varieties of an individual firm from country c. I

refer to αcm as the effective price elasticity of country c in market m. αcm is essentially a weighted

average of household-specific price coefficients αi with the weights depending on the expenditure

shares s
(i)
c∗m which different groups spend on varieties produced by c: The higher αcm is, the more

price-elastic are producer c’s consumers on average.

The optimal quality choice is driven by both supply-side and demand side factors: On the

supply side, both cost parameters m0,cm, and m1,cm affect quality negatively in the empirically

relevant case m1,cm > 1: First, firms with a comparative advantage in producing quality, i.e. with

a lower elasticity of the (log) marginal cost with respect to qcm, m1,cm, choose a higher q∗cm. Second,

the optimal quality choice is decreasing in m0,cm, in line with previous studies that document a

positive relationship between productivity and quality (see e.g. Kugler and Verhoogen (2012), and

Faber and Fally (2017)).

The main demand-side determinant of q∗cm is the effective price elasticity αcm. In particular,

αcm affects quality negatively: Since higher-quality varieties are more costly to produce and hence

more expensive, there will be less demand for them when households are very price-elastic. The

optimal q∗cm is therefore lower.

It is important to note that, in contrast to trade models that are based on CES preferences,

estimated parameters correlate with country characteristics.
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the effective price elasticity αcm is an endogenous variable and depends both on firm choices

and competition: First, the firm’s chosen q∗cm feeds back into αcm: If country c e.g. produces an

expensive, high-quality variety it will have a relatively higher market share among richer consumers

which are less price elastic and αcm will be lower in absolute value. Second, and more importantly

from a trade perspective, αcm also depends on the composition of both domestic and foreign

competition: The presence of many low-quality competitors would for example also lower the

firm’s effective price elasticity αcm, but through diminishing the firm’s shares s
(i)
c∗m among low-

income consumers.

Trade liberalization From equation (20) it is also evident that αcm is a sufficient statistic for

the direction in which domestic firms vertically differentiate in response to international trade: In

particular, the direction in which quality changes with trade depends entirely on whether or not

αTrade
cm =

∑
i∈Im αi[s

(i)
c∗m − (s

(i)
c∗m)2]∑

i∈Im s
(i)
c∗m − (s

(i)
c∗m)2

R αAutarky
cm =

1

|Im|
∑
i∈Im

αi. (22)

In autarky, demand from all consumers has to be met by domestic firms and so the effective price

elasticity essentially becomes the simple average αAutarky
cm = 1

I

∑
i
αi. Trade introduces foreign vari-

eties, which differ in terms of how attractive they are for each consumer group and therefore affect

the distribution of group-specific expenditure shares s
(i)
c∗m unevenly. If this alters the equilibrium

αcm to a value with αTrade
cm < αAutarky

cm , which would be the case if predominantly lower-quality

varieties enter, trade will induce Home firms to quality-upgrade while the opposite would be true

if αTrade
cm > αAutarky

cm .

In the empirical application below for example, trade increases the availability of lower-quality

products in the EU through greater access to cheaper varieties from Eastern Europe and Asia.

Domestic companies hence become disproportionately less attractive to poorer households which

lowers the average price elasticity of their remaining consumers. Since the optimal quality choice

of firms depends negatively on the price elasticity of a firm’s consumers, companies have incentives

to specialize in higher-quality varieties when selling to on average richer households.

3.4 Equilibrium and Price Index

The equilibrium can be characterized by a set of quantities {xckm, zim}, prices {pckm}, and quality

choices {qckm} such that households maximize utility, firms maximize profits, and the labor and

goods markets clear.

In order to close the model, I assume that services z are homogeneous and produced with

constant returns to scale and productivity wc. In that case, the price of services in country c will

be equal to the wage. Further, I allow a fraction of services to be freely traded and consider only

equilibria in which these services are produced in each country. These assumptions are equivalent

to assuming costless trade in non-manufacturing goods as in Eaton and Kortum (2002) or in a
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homogeneous outside good as in Chaney (2008) and imply in this case that the equilibrium prices

pzm will be equal across countries and can be normalized to 1.

Utility maximization results in the conditions regarding product choice (9) and (10), and variety

choice (11). On the supply side, the free entry condition (12) together with the first-order conditions

for prices and quality, (14) and (15), characterize firm behavior in equilibrium. Goods market

clearing is evident from the expenditure share equation (11): Given prices and quality set by

exporters, households demand quantities x, which are readily supplied by exporters. The household

budget will hold with equality in equilibrium and Walras’ law implies that the labor market has to

clear.

In order to quantify the gains from trade in the empirical part, I exploit the structure of the

model and construct aggregate, household-specific price indexes and compute their change when

moving to autarky. Specifically, as derived in Appendix C.3, the model implies a closed form

solution for the manufacturing price index for a household with income yi living in country m equal

to

Pm(yi) = exp

(∑
k

ωk

[
1− ln

ωk
p∗ikm

−
q∗ikm + εik
α(γiyi)

])
. (23)

Pm(yi) is individual-specific through α(·) and the variety choices that household i makes, i.e.

through q∗ikm and p∗ikm of the chosen varieties of each product k. Hence, consumer welfare ulti-

mately depends on the price-quality combination of each available variety in market m. As α(·) > 0,

it is easy to see that price increases raise the overall price index while an increase in the quality

of a variety, all else equal, lowers Pm(yi). Also notice that the price index depends on εik, i.e. the

idiosyncratic utility draw of household i. It is through this idiosyncratic term, that households ben-

efit from more variety: Each additional available variety comes with a new draw εijk, which if high

enough, increases consumer utility, even if it is otherwise equal to other available varieties. Hence,

the model captures standard love-for-variety effects as for example present in a CES framework.12

In order to summarize how unequal the gains from trade are across the income distribution,

I follow Fajgelbaum and Khandelwal (2016) and compute the percentage change in Pm(yi) when

moving to autarky for a household at the 20th percentile of the income distribution and compare

it to the change for a household at the 80th percentile.

The move to autarky affects the price index in two ways: First, it forces households to buy

domestic varieties which harms those households who preferred the price-quality combination of

foreign varieties in the trade-case or had a high idiosyncratic taste for them. Second, price and

quality adjustments by Home firms in response to the ban on foreign competition change qjk and

pjk of the domestic varieties in autarky.

Notice that since poor and rich household differ in their valuation for quality through α(γiyi),

both channels can affect households across the income distribution asymmetrically: If foreign va-

rieties for example were on average cheaper and of lower quality than their domestic counterparts,

12In fact, when firms are equal in terms of pjkm and qjkm and there is a representative consumer, a discrete choice
framework implies the same expenditure function as the CES (See Anderson, De Palma, and Thisse (1987)).
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poorer households will experience stronger increases in the cost of living. Changes in qjk and

pjk by domestic firms can either mitigate these unequal gains or amplify them further: Quality-

downgrading actually benefits poorer households by shifting domestic production from higher-

quality to cheaper, lower-quality varieties, thereby countering some of the welfare losses associated

with losing access to foreign varieties. Quality-upgrading on the other hand would make the gains

from trade even more unequal.

4 Data and Estimation

4.1 Data

I use data on trade flows and matched production data for the European Union in highly disaggre-

gated 8-digit product categories between 1989 and 2013. I focus on European data for essentially

two reasons. First, Eurostat provides data on domestic production on a high level of disaggregation

which can be matched to data on trade flows. As countries generally consume a substantial share

of domestic varieties, it is important to account for these when estimating the gains from trade.

Second, the assumption that exporters are able to freely choose the quality of their products in the

long run is more reasonable for richer economies, which is especially important for the evaluation

of a counterfactual move to autarky: Since higher trade barriers in the EU would imply predom-

inantly exit of lower-quality producers, it is plausible that EU countries are capable of producing

lower-quality goods (although at potentially high costs). The mirror assumption that e.g. firms

from developing economies are able to produce varieties at the quality frontier is arguably a stronger

assumption.

For extra-EU trade, the data is provided by the respective trading partners on the basis of

customs declarations and covers in principle all imports and exports declared by member states.13

Information on Intra-EU trade flows is provided on the basis of so called intrastat declarations.

Member states have to ensure that at least 97 % of the country’s trade value is covered.

I concord data on trade flows and production using the concordance developed by Van Beveren,

Bernard, and Vandenbussche (2012). More specifically, I match trade data, which is reported by

cn8 categories to prodcom categories (pc8) which are used to classify production data. To account

for changes in categories over time, I apply the above concordance to create categories that are

consistent over time (pc8plus). I aggregate product categories further whenever a country does not

produce a product in any time period. Finally, in order to reduce the impact of implausibly high

or low unit values, I exclude those values that are 30 times higher or lower than the median over

all exporter-importer trade flows within a product category. More details on the construction of

the dataset are provided in Appendix D.

13Before 2010 it was allowed to exclude transactions whose value and net mass were lower than 1000 Euro or 1000
kg. Given that these transactions will mostly cover smaller transactions, it is less of a concern that these missing
observations will significantly affect my results. Additionally, as noted by Eurostat, the trend of customs declarations
being more and more done electronically has ensured a very high coverage, even when exporters were not legally
required to report certain transactions.
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Household income data is taken from Eurostat’s database on income and living conditions,

which provides data on disposable household income by decile, quartile and the five highest and

lowest percentiles for each country and year. I fit these numbers using log-normal distributions

with country-time-specific location and scale parameters. As shown in Figure D3 in Appendix

D, the fitted values match the actual ones well. Table D4 summarizes the obtained estimates of

the parameters of the log-normal normal distribution. The location parameters range from 10.4

for Luxembourg to 7.6 for Romania. The scale parameters which reflect the degree of income

inequality within a country tends to be small in the Scandinavian countries (0.46 - 0.52) and bigger

in Southern and Eastern Europe with values around 0.66 in Portugal or Greece.

Data on the number of companies by country and industry is taken from Eurostat’s Structural

Business Statistics, which reports the number of enterprises by country and year in distinct 249

Nace Rev. 1 industries. Since the first 4 digits of each pc8 code coincide with those of the Nace

classification, it is straightforward to match each pc8 to a Nace code. I then distribute the number

of companies in each Nace industry on the respective pc8 codes proportional to production values.

In order to allow the relative demand for services to vary with income, I use National Accounts

data on consumption of services and other goods from Eurostat. The percentage of service con-

sumption relative to total consumption ranges from 26.6% in Estonia to 56.6% in Spain. For the

estimation, I also rely on data on bilateral geographic distance as well as aggregate country char-

acteristics. I use the Euclidean distance between the most populated cities as provided by CEPII.

Population data is taken from the United Nation’s World Population Prospects, the CIA’s world

factbooks, as well as the National Statistics of Taiwan. Data on GDP per capita is taken from the

International Monetary Fund’s World Economic Outlook Database and the World Bank’s World

Development Indicators.

For my instrumenting strategy, I use several additional sources of data. To construct a set of

alternative instruments, I use data published by the U.S. Census Bureau on cost, insurance and

freight (CIF) charges of exporters selling to the U.S between 1989 to 2012. I also use information on

imports and exports of EU countries from Comtrade to create a second set of alternative instruments

following Feenstra and Romalis (2014). Finally, data on exchange rates is taken from Feenstra,

Inklaar, and Timmer (forthcoming). Summary statistics of the final dataset are provided in Table

A1 in the Appendix.

4.2 Estimation

As seen in Section 3, the theoretical model delivers three main structural equations which charac-

terize the equilibrium and which are sufficient to quantify the parameters of the model. Specifically,

I exploit the closed-form solution for the country-pair-specific expenditure shares

scm =
∑
i∈Im

(1− γi)yi∑
i′∈Im(1− γi′)yi′

exp(qcm + lnNcm − α(γiyi) ln pcm)∑
j′ exp(qc′m + lnNc′m − α(γiyi) ln pc′m)

, (ES)
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the free-entry condition

Ncm =
(pcm −mccm)scmEm

fpcm
, (FE)

as well as profit-maximizing by firms,

(q∗jm, p
∗
jm) = arg max

pjm,qjm
πjm = [pjm −mcjm(qjm)]

sjmEm
pjm

− f, (PM)

which implies the set of first-order conditions (16) and (17).14 Since each equation holds for every

product category, I dropped the product subscripts k for notational convenience and will continue

to do so for the remainder of the paper, unless stated otherwise.

I quantify the model in two steps: First, I use equation (ES) to estimate the demand side

parameters α(yi) and infer product quality using data on expenditure shares, unit values and the

income distribution in each country.15 In order to separate demand from supply side determinants

of expenditure shares, I use an instrument which shifts the supply curve, holding the demand curve

constant.

In the second step, given the demand side parameters, I infer marginal costs and the fixed cost

of exporting from the first-order conditions for price and quality implied by (PM), as well as the

free entry condition (FE).

4.2.1 Step 1: Demand Side

In order to estimate the system of equations defined by (ES), I make two additional functional

form assumptions. First, I assume that the price coefficient α(zi) is of log-linear form and can be

written as:

α(zi) = α̃0 + α̃1 ln zi.

Under this specification, α̃0 reflects the average price elasticity across the population in a country,

while α̃1 governs how much this elasticity varies with zi and hence ultimately across the income

distribution. I have two priors for the parameters α̃0 and α̃1: For most goods, α̃0 will realistically

be positive so that households on average prefer cheaper over expensive varieties, all else equal.

Additionally, one would expect α̃1 to be negative given that poorer households are more income-

restricted and typically behave more price sensitive than richer households. Section 5 will show

that these predictions are largely supported by the data.

Second, I assume that the share of income spent on services can be written as

γi(yi) = eγ0+γ1 ln(yi).

14Notice that equation (ES) uses the result of firms from c selling to m making the same choices. This result is not
strictly required however and as shown in the Appendix, also a first-order Taylor approximation for example results
in the same set of equations with qcm and pcm then referring to the average quality and price of exporters from c
selling to m.

15Quality qcm will at this stage be only jointly identified together with the (log) number of firms lnNcm.
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This functional form is motivated by evidence that richer countries and household typically spend

a larger share of their income on services and less on manufacturing goods.16

Under both assumptions, the main estimation equation on the demand side, (ES), then becomes

scm =
∑
i∈Im

Eim∑
i′∈Im Ei′m

exp(qcm + lnNcm − (α̃0 + α̃1 ln(eγ0+γ1 ln(yi)yi)) ln pcm)∑
c′ exp(qc′m + lnNc′m − (α̃0 + α̃1 ln(eγ0+γ1 ln(yi)yi)) ln pc′m)

.

=
∑
i∈Im

Eim∑
i′∈Im Ei′m

exp(qcm + lnNcm − (α0 + α1 ln(yi)) ln pcm)∑
c′ exp(qc′m + lnNc′m − (α0 + α1 ln(yi)) ln pc′m)

(24)

with α0 ≡ α̃0+ α̃1γ0 and α1 ≡ α̃1(1+γ1).
17 I assume that yi is log-normally distributed and I allow

the parameters of this distribution to be different depending on market m, to reflect that countries

differ in terms of the income distribution:

yi ∼ LN(µm, σm), i ∈ Im. (25)

I obtain µm and σm by fitting the distribution in each country to data on country-specific income

quantiles. As shown in Figure D3, the resulting distributions match these quantiles very well.

The observables in equation (24) are scm, pcm, and yi. Quality qcm and the equilibrium number

of firms Ncm are not directly observed, and even if the parameters α0 and α1 were known, only

qcm + lnNcm are identified, not its composition. I do not aim to separably identify these two terms

in step 1 but solely pin down the composite term ξcm ≡ qcm + lnNcm as well as the parameters α0

and α1. In step 2, I use additional data sources on the overall number of firms together with the

supply side equilibrium conditions to decompose ξcm into quality and the equilibrium number of

firms in each market.

Equation (24) closely resembles estimation equations delivered by discrete choice random coef-

ficients models of consumer demand in the style of Berry (1994), and Berry, Levinsohn, and Pakes

(1995) which have become very popular in the structural empirical IO literature. One notable

difference is that this literature typically refers to the term ξcm as unobserved heterogeneity of a

product, while I follow the recent trade literature, particularly Khandelwal (2010), by labeling it

quality. Under both interpretations, ξcm plays the role of a taste shifter: Whenever, conditional

on prices, a variety has a higher expenditure share than another one, it must be valued higher by

consumers or have certain characteristics which consumers prefer over others.

16γ0 and γ1 can also be backed out relatively easily by using the model prediction that the share of income spent

on services in country m equals pzmz/y =
∑
i∈Im γ(yi)yi∑
i∈Im yi

=
∑
i∈Im eγ0+γ1 ln(yi)yi∑

i∈Im yi
. Using information on each country’s

share spent on services and the respective income distributions, the distance between right-hand side and left-hand
side is minimized at γ0 = −0.0967 and γ1 = 0.0600 when GDP per capita is denoted in 1, 000 Euros.

17I also exclude the expenditure weights Eim/
∑
i′∈Im Ei′m from the final estimation equation. These weights would

imply that richer households are more important for aggregate expenditure shares due to greater total expenditure on
each category. Since the weights are very similar across countries however and identification comes from cross-country
variation it seems unlikely that they would affect the estimates much.
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Instruments Identification of α0 and α1 requires a valid instrument for pcm. This is necessary

as firm prices will plausibly be correlated with the unobserved characteristics and quality of each

variety. In order to overcome this identification problem, I use several approaches to instrument

for prices, which lead to similar results. In the baseline specification, I instrument for pcm using

the prices set by a country when selling in other markets. The idea of these instruments, brought

forward by Hausman (1996) and prominently used for the BLP demand system by Nevo (2001),

is that the prices charged in other markets will be correlated with the price set in market m

through common cost components such as the costs of inputs. On the other hand, these prices

are not affected by local demand and hence satisfy the exclusion restriction. Intuitively, since this

instrument captures shifts in producers’ costs, it affects and moves the supply curve which in turn

allows points on the demand curve to be identified.18

As noted by Nevo (2001), there are no obvious guidelines on the set of markets and periods

to use when creating these instruments. I construct the instrument as an average over all other

markets and periods to minimize the number of observations for which this instrument cannot be

used.

A challenge when estimating demand for a large number of products, is that the exclusion

restriction might not be satisfied for every product. A potential concern for the validity of the

Hausman (1996) - type of instruments for example would be the presence of global demand shocks.

I approach this issue by using several alternative instruments and evaluate the robustness of the

results to different identification strategies.

A natural alternative is the use of shipping costs (see for example Khandelwal (2010), and

Feenstra and Romalis (2014)) which provide exogenous variation in the cost of selling in a particular

country. I use two approaches and data sources to construct measures of shipping costs. The first

one follows Feenstra and Romalis (2014) and makes use of the fact that exporters report free-on-

board (FOB) trade values while those reported by the importing country include cost, insurance,

and freight (CIF) incurred by the seller. Using data on both exporter- and importer-reported trade

flows, I construct FOB and CIF unit values and use the difference as an instrument for prices

charged. Appendix D.5 provides more details on how these instruments were computed. As shown

in Table D5, there is a robust, positive first-stage correlation between the instrument and the

observed unit values.

I also use a second approach to create a measure of shipping costs based on U.S. trade data.

The U.S. Census Bureau publishes data on U.S. imports, explicitly stating CIF charges. I use this

information to compute the average charges per unit and kilometer (km) for each product category

k and period t and use it as a proxy for the EU equivalent. I then create the instrument as

Z(2)
cmkt = ̂Cost per unit & kmkt ·Distancec,m.

18I also follow BLP and Nevo (2001) and make the common implicit assumption that quality and entry can not
adjust as flexibly as prices and are predetermined in the current quarter. In particular, this assumption implies that
a cost shock may lead firms to change prices but will not trigger an immediate redesign of the product. In that case,
exogenous variation in the marginal costs faced by firms will be sufficient to identify α0 and α1.
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where Distancec,m denotes the Euclidian distance in km between countries c and m. Appendix D.5

provides more details on this instrument as well along with the first-stage results.

Finally, I use variation in exchange rates over time as additional instrument. While exchange

rates are equilibrium objects, individual product categories will arguably have a small impact on

the aggregate exchange rate and so changes in exchange rates provide reasonably exogenous shifts

in the costs of a firm when selling to market m. To construct this instrument, I use data from

the Penn World Tables (Feenstra, Inklaar, and Timmer (forthcoming)) which provides information

on each country’s exchange rate vis-a-vis the U.S. Dollar between 1950 and 2010 and compute the

percentage deviation of each country’s exchange rate in period t from its mean.

Estimation Formally, equation (24) implies a set of equilibrium conditions which can be written

more compactly as

scm = s(pcm, Ym, ξcm; θ) (26)

where scm are observed expenditure shares and s(·) an expenditure share function defined by

equation (24) based on prices, the income distribution Ym, the composite term ξcm = qcm+ln(Ncm),

as well as a set of parameters to estimate θ = {α0, α1}.
As pointed out earlier, the model delivers the same demand system as discrete choice random

coefficients models of consumer demand such as BLP which are notorious for being challenging

to estimate: s(·) is a sum over hundreds of nonlinear terms and cannot be simplified through

reasonable functional-form assumptions on the income distribution. It is therefore necessary to

simulate expenditure shares for each consumer in each market and period to evaluate s(·) in each

estimation step.

Further, as discussed in more detail by Knittel and Metaxoglou (2008) or Dubé, Fox and Su

(2012), GMM estimators of this demand system that have been traditionally used in applied work,

frequently converge to different solutions and are sensitive to the start values used in the estimation

routine. While this might not be as much of an issue when estimating demand for one type of

product, as is typically the case in IO studies, it is certainly a concern here, given the scale of the

application in this paper with several thousand product categories.

In order to make an application of this scale feasible, I heavily benefit from a recent approach

developed by Dubé, Fox and Su (2012) who set up the problem as a mathematical program with

constraints (MPEC, Su and Judd (2012)). Dubé, Fox and Su (2012) show that MPEC successfully

recovers the true parameter values in virtually all synthetic datasets they consider. In addition, it

provides substantial reductions in computing times, making the estimation up to 40 times faster

in their simulations. I still heavily parallelize the computational load which is possible given

that demand for each product category can be estimated separately from each other as well as

independently of the supply side. Finally, the use of a C++ based code for BLP increases the speed

of the estimation further.19 While the demand side estimation routine in the baseline specification

19I make extensive use of the R package Rcpp (Eddelbuettel and Francois (2011)) which allows integration of R and
C++. Especially evaluating the Hessian and Jacobian matrices in C++ provides additional speed gains. Further, I
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still takes a little more than 10 hours20, reductions in computing time are absolutely essential in

this context.

In practice, as is common in the literature, I define the error term as ξcm, i.e. the impact of

the composit term ξcm ≡ qcm + lnNcm on household utility and construct conditional moment

conditions,

E(ξcm|Zcm,Xcm). (27)

Zcm denotes the instrument matrix and Xcm = {scm, pcm, Ym} summarizes the data consisting of

expenditure shares, unit values, and the draws from the income distribution. The GMM estimator

in this context can then be written as

θ∗ = arg min
θ
Q(ξ(θ)) = arg min

θ
g(ξ(θ))′Wg(ξ(θ)) (28)

with W being a weighting matrix and

g(ξ(θ)) =
1

M

M∑
m=1

C∑
c=1

ξcm · h(Zcm,Xcm). (29)

I follow Nevo (2001) and set the weighting matrix equal to (Z′Z)−1 with Z = {Z11, ...,ZCM}.
Function h(·) includes the actual vectors z and x along with their squared and cubed values.

While the actual solution algorithm closely follows Dubé, Fox and Su (2012), I adjust their code

to allow for shifts in the distribution of price coefficients based on observables, which is necessary

given the particular way in which income affects demand in the model. In practice, I use 100

income draws from the respective distribution for each market when simulating the right-hand side

of equation (24) to approximate the income distribution in each country.21 I allow the income

distributions (25) to vary both by importing country as well as by period to reflect cross-country

and time series variation in µm and σm.22

In principle, equation (26) can be estimated by solely using data on prices, expenditure shares

and income. However, in order to increase the precision of my estimates, I include a set of producer

fixed effects which capture the average values of ξcmk over all periods.23 I also follow Khandelwal

(2010) and add the logarithm of an exporting country’s population as a proxy for hidden vari-

completely rely on open source software, such as the optimizer IPOPT (Wächter and Biegler (2006)) which allows
me to overcome server limits, such as the number of available MATLAB or KNITRO licenses.

20under uninterrupted use of 100 CPUs.
21I chose 100 draws mainly to reduce the computational burden of the estimation. Increasing the number of draws

for example to 1,000 increases the computing time and memory requirements by an order of magnitude but did not
appear to alter the results significantly in several test subsamples.

22I also demean the resulting draws for ln(yi) by subtracting the average log income draw over all markets. This
does not affect the resulting estimates for the price coefficients but facilitates the interpretation of the resulting values
for α1.

23The predicted values of ξcmk = qcmk + ln(Ncmk), which are later used on the supply side and for counterfactuals,
are then given by ξcmk = ξ̄cmk + ∆ξcmk with ξ̄cmk denoting the fixed effect and ∆ξcmk the inferred remaining
unobserved heterogeneity. For computational reasons, I did not include a fixed effect for each country but instead for
5 groups for each product where I define groups based on country GDP per capita. Increasing the number of groups
had only small effects on the estimates but significantly affected computing times.
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eties. Finally, I include bilateral distance to allow for differences in demand for varieties from

geographically close or home countries, that are not captured by differences in prices.

Because of the computational challenge that comes with estimating random coefficient models

for thousands of product categories, I also restrict the time period covered to the years between

2003 and 2005, i.e. to 12 quarters in total. I select this time period primarily to be reasonably

far from the recession in the early 2000s and the Great Recession starting 2007. In practice, the

estimation routine can still occasionally struggle to find a solution in cases in which there are many

exporters with extremely small expenditure shares. In those cases, I delete observations with an

expenditure smaller than 0.0015 and rerun the estimation.

Cobb-Douglas Weights One can easily show that utility maximization implies

ωk =

∑
iEik∑

k

∑
iEik

, (30)

where the numerator equals a country’s spending on product category k and the denominator a

country’s total spending on all goods. Since both are observable in the data, constructing these

weights is straightforward.

In practice, I consider three different specifications in terms of utility weights. In the baseline

specification, I assume ω to be product-country-specific, i.e. countries are allowed to differ in terms

of their preferences for different goods. I also explored two alternative specifications in which I

allow ω to be product-time specific and product-time-country specific, respectively, to e.g. account

for changing consumption patterns over time. I found that the results across these specifications

are very similar. As shown below, the results are also robust to weighting all goods equally.

Appendix D.5.4 provides summary statistics for the Cobb-Douglas weights as well as correlations

across countries and time periods for the respective specifications. Consumption across products

is fairly evenly distributed with the largest product category having an associated weight of 3.2%.

Only 6 categories have values of above 1%. As evident from Figure D5, the weights are also strongly

correlated across countries in the specification that allows for country-specific values. For the 4

biggest European economies for example, the correlation ranges from 0.59 to 0.84. As shown in

Figure D6, the correlation across time periods is even stronger with values above 0.98 between

years.

4.2.2 Step 2: Supply Side and Counterfactuals

Once the demand side parameters in Step 1 are estimated, i.e. the price coefficients α0 and α1 as

well as qcm + lnNcm, they can be used to back out the supply side parameters of the model using

conditions (FE) and (PM). At this stage, the main unknowns are the marginal and fixed cost of

each firm, mccm and f , as well as the extent to which each firm’s unit cost varies with quality qcm.

Intuitively, Step 2 uses the results from Step 1 to determine each firm’s production technology

that rationalizes the observed price and quality choices in the data. As seen in Section 3.3, the
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profit maximization condition (PM) implies that the optimal price and quality choices of each firm

must satisfy the following two first-order conditions:

pcm −mccm
mccm

=

Ncm
∑
i∈Im

Eims
(i)
cm∑

i∈Im
αiEims

(i)
cm

(
Ncm − s(i)cm

) (31)

m1,cm
ln(mccm)

qcm

scm
Ncm

=
pcm −mccm

mccm

∑
i∈Im

Eim
Em

 s(i)cm
Ncm

−

(
s
(i)
cm

Ncm

)2
 . (32)

Together with the free entry condition (FE) these conditions define a system of equations which

uniquely pins down the three unknowns mccm, f , and m1,cm.

I solve the above system of equations as follows: I first use equation (31) together with (FE) to

back out the fixed cost of exporting. For that purpose, I use data on the number of French firms in

each industry and solve for the vector of costs ({mccm, f}) at which equation (31) is satisfied and

the predicted number of French firms selling in France in the model matches that in the data.24

Once the fixed cost of exporting is known, equations (31) and (32) can then be used to back out

each firm’s marginal cost and the degree to which it varies with quality, m1,cm.25

In order to quantify the gains from trade, I then evaluate the aggregate, household-specific price

indexes derived in Section 3,

Pm(yi) = exp

(∑
k

ω̂k

[
1− ln

ω̂k
p∗ikm

−
q∗ikm + εik

α̂0 + α̂1 ln(yi))

])
, (33)

and compute their change when moving to autarky. More specifically, I simulate the gains from

trade by comparing the current equilibrium to a counterfactual scenario in which all firms are

prohibited from exporting to any market m other than their home country. In practice, I exclude

these countries from the choice set of consumers which is equivalent to imposing prohibitively high

trade costs.

The variables which are then being reoptimized are domestic prices pcm, qualities qcm, and the

number of firms Ncm. I use equation (20) to compute the optimal quality in autarky which requires

only the estimates on the distibution of the price coefficients {α̂i}m in each country as well as the

production parameters m̂0,cm and m̂1,cm. The markup equation (31) and the free entry condition

(FE) can then be used to back out the new pcm and Ncm.

As described above, yi and εik are random variables and follow the distributions described

above. To approximate Pm(yi) numerically, I use the same 100 draws from the income distribution

that were used for the demand estimation and evaluate εik using 1, 000 draws from a type 1 extreme

value distribution for each consumer and variety. I hold these draws constant before and after the

24I assume that each French firm also sells in France, which is consistent with the observation in Eaton, Kortum,
and Kramarz (2011) that only a small share of less than 0.3% of French firms does not sell domestically.

25m0,cm can then also be inferred from the functional form for mccm and must equal m0,cm = ln(mccm)/q
m1,cm
cm .

29



policy change.

Finally, in order to summarize how unequal the gains from trade are across the income distri-

bution, I follow Fajgelbaum and Khandelwal (2016) and compute the percentage change in Pm(yi)

when moving to autarky for a household at the 20th percentile of the income distribution and

compare it to the change for a household at the 80th percentile. When constructing the respective

price indexes, I use country-period specific expenditure weights ωk, which are inferred from the

data as described in section 4.2.1.

5 Results

The results are presented in three steps: Section 5.1 summarizes the parameter estimates on both

demand and supply side. I then focus on an example category to provide a sense of the data, the

estimation procedure, and especially the intuition behind the moving parts of the model. Given

that the optimal price and quality choices of firms do not have closed form solutions, this example

also sheds light on the main mechanisms driving vertical differentiation in the model and its welfare

implications.26 Section 5.3 then covers the counterfactual results for the full sample.

5.1 Parameter Estimates

Table 1 summarizes the estimates of the demand parameters for the full sample along with predicted

demand-side price elasticities. In most categories, the estimates are consistent with the initial priors:

α0 is positive in 88.6% of the cases, which implies a negative price elasticity for the majority of

product categories. I also find that α1, which governs to which degree households differ in terms of

their effective demand for quality relative to price, is negative for 78% product categories. Hence, as

one would expect, higher-income consumers behave less price-elastically compared to lower-income

households.

The top part of Table 1 plots the distribution of the own price elasticity (left-hand side) as well

as the elasticity of substitution (right-hand side) over all product categories based on the parameter

estimates. The own price elasticity captures how price elastic the consumers of a product are and

can be computed as

εjm =
∂xjm
∂pjm

pjm
xjm

= −

(
1 +

∑
i∈Im

Eim
Em

αis
(i)
jm(1− s(i)jm)

sjm

)

for firm j in market m.27 Notice that these elasticities vary by variety as well as by market through

differences in the price coefficients αi and consumer-specific market shares s
(i)
jm. Intuitively, εjm

depends on a weighted average of the price coefficients with the weights being determined by the

shares s
(i)
jm. For example, since lower-quality producers tend to sell more to poorer consumers with

26Equation (20) implicitly characterizes the optimal quality choice but is not a closed-form solution since the
effective price elasticity αcm also depends on q∗cm.

27See Appendix C.5.
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larger αi’s, these producers will typically also face larger own-price elasticities on aggregate.28 For

the same reasons, in contrast for example to a CES framework, also the elasticity of substitution

is variety- and market-specific.29

Table 1: Price Coefficients and Median Elasticities

Estimates: Price Coefficients:
α0 (Share positive) 88.61%
α1 (Share negative) 77.99%

Estimates: Elasticities:
Own Price Elasticity Elasticity of Substitution

10th Percentile -0.81 0.72
25th Percentile -1.80 1.92
Median -3.61 3.80
75th Percentile -7.57 7.92
90th Percentile -83.66 87.39

The left figure plots the median own price elasticities over all producing countries
for each product category. The figure on the right hand side plots the corresponding
elasticities of substitution. Elasticities with an absolute value above or below 100 are
excluded.

The bottom part of Table 1 reports summary statistics of the estimates of both own-price

elasticities and the elasticities of substitution. Since these estimates are producer- and market-

specific, I report the median over all elasticities within a product category as a measure of εjm

for each product category. The median own-price elasticity is −3.61 which is consistent with

previous empirical applications of nested logit frameworks. Handbury (2013) for example estimates

a median own-price elasticity of −2.09 for a wide range of groceries sold in the United States.

Berry, Levinsohn and Pakes (1995) find slightly higher price elasticities for cars, ranging from −3.0

to −6.5 depending on the respective car brand. Nevo (2001) estimates elasticities for ready-to-eat

28As long as market shares are below 50% which is the case for the majority of observations.
29The elasticities of substitution presented in Figure 1 are computed numerically. Specifically, to obtain an estimate

for a particular producer j and market m, I increase the prices of all other varieties in m by a small percentage,
leaving j’s price constant, and calculate the associated change in the relative share of j.
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cereal brands between −2.3 to −4.3.

The estimates of the elasticity of substitution follow those for the own-price elasticities very

closely. For the median product, the implied elasticity equals 3.80, which is consistent with the

CES-based estimates by Broda and Weinstein (2006) for U.S. trade data who estimate slightly lower

elasticities between 2.2 and 3.7 depending on the level of disaggregation. A plausible explanation

for this difference might be that the U.S. is richer than the majority of Western European countries

and significantly richer than Eastern European ones. Therefore one would expect U.S. households

to be somewhat less price-elastic than their European counterparts. The median elasticity for the 5

richest EU members, which are closer to the U.S. in terms of income per capita equals for example

3.19 and falls well within the range estimated by Broda and Weinstein (2006).30

Appendix Figure D4 highlights the importance to instrument for prices: For the majority of

product categories, the estimated price coefficients are larger in absolute value when using 2SLS

compared to OLS. This was the case in 78% of product categories when using the Hausman (1996)-

type instruments and in 69% of cases when using shipping costs. As evident from panels a) and b)

of Figure D4, the distribution of the difference between 2SLS and OLS coefficients, α
(2SLS)
0 −α(OLS)

0

has more mass to the right of 0, implying more negative price coefficients in the 2SLS case. Panels

c) and d) show further that the majority of price coefficients is negative in both cases, with the

main difference being that the OLS estimates are much more concentrated between -5 and 0.

While the estimates imply the price coefficient αi to be positive in the majority of cases, there

are still certain categories for which this does not hold. This is not unusual when estimating

demand for a large number of product categories and less of a concern when the characteristics

of varieties are treated as exogenous as in Broda and Weinstein (2006), Khandelwal (2010) or

Handbury (2013). The addition of a supply-side however does require demand to be downward

sloping and sufficiently elastic in order to deliver interior solutions. More specifically, the market-

and product-specific elasticity of substitution needs to be greater than 1.

In the cases in which this condition is not satisfied I therefore leave the equilibrium values of pcm

and qcm unchanged in the counterfactual while still allowing for entry. Alternatively, I also deleted

those observations with little change in the overall results.31 Especially small positive values of the

price elasticity, by entering in the denominator, create the additional numerical issue of occasionally

generating very large values for the price index of certain categories k. I therefore also removed

observations in which the price coefficient of group i exceeds 0.5.

Table 2 reports summary statistics of the estimates for product quality for each European ex-

porter. Specifically, these values reflect the coefficients of a regression of the quality estimates

on producer dummies, controlling for product-importer-period fixed effects. I find that the highest

30These estimates might also simply differ since Broda and Weinstein (2006) estimate the elasticity of substitution
in a CES framework. Since the discrete-choice framework of this paper nests the CES however (see Anderson, De
Palma and Thisse (1987)), one would still expect a certain degree of overlap in the respective estimates despite the
methodological difference.

31I also experimented with using the same strategy as Broda and Weinstein (2006) and restrict the coefficients α0

and α1 in the estimation such that the resulting elasticity of substitution equals 1. In practice, this procedure did
always deliver a solution in which the constraint was binding, i.e. in which the elasticity is exactly 1.
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Table 2: Quality Estimates

Highest and Lowest Quality Producers (World):
High Low

New Zealand 4.375 Romania -1.095
Australia 4.161 Turkey -1.132
Liechtenstein 3.500 Syria -1.201
Singapore 2.747 Russia -1.270
Japan 2.230 Belarus -1.369
Canada 2.075 Ukraine -1.662

Highest and Lowest Quality Producers (EU only):
High Low

Luxembourg 1.507 Czech Republic -0.261
Ireland 0.991 Slovakia -0.326
Denmark 0.837 Lithuania -0.376
Finland 0.785 Bulgaria -0.767
Sweden 0.675 Poland -0.874
Austria 0.538 Romania -1.095

All values represent the coefficients of a regression of the quality estimates
on producer dummies as well as product-importer-period fixed effects. All
values are relative to French product quality, which has been normalized to
0. Countries with less than 5,000 observations are excluded.

quality-producers are New Zealand and Australia, while Belarus and Ukraine are at the bottom end

of the quality distribution. Within the European Union, Luxembourg, Ireland, and the Scandina-

vian economies produce higher-quality varieties while Eastern European countries tend to specialize

in cheaper, lower-quality versions of products.

As evident from Table 2, the quality estimates are highly correlated with GDP per capita of

the respective country, implying that richer economies have a comparative advantage in producing

higher-quality goods. This result is in line with findings by Khandelwal (2010), Hallak and Schott

(2011), and Feenstra and Romalis (2014). The estimates are also positively correlated with prices

and the inferred marginal cost: The cross-country correlation between average qualities and average
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prices is 0.84. The correlation between quality and the marginal cost is 0.86, implying that higher

quality-varieties are more costly to produce, which translates into higher prices.

Table 3: Cost Estimates

Marginal cost (20 largest economies):

Switzerland 5.248 Netherlands -0.804
Japan 5.123 Germany -0.867
United States 3.798 Spain -1.396
Australia 3.643 Korea -1.698
Canada 3.542 Italy -1.711
Mexico 0.572 Brazil -1.788
United Kingdom 0.407 Russia -2.025
Saudi Arabia 0.109 Indonesia -2.506
France 0.000 India -3.072
Belgium -0.115 China -5.075

The top figures plot the estimates of the cost parameter m1 against GDP per
capita (in logs, left) and the average product quality (right) of the respective
countries. All m1 values in the plot represent the coefficients of a regression of
the m1 estimates on producer dummies as well as product-importer-period fixed
effects. The numbers in the bottom table report the inferred marginal cost for the
20 largest countries in terms of GDP. All values are relative to those for France,
which have been normalized to 0.

Table 3 summarizes the cost estimates for the 20 largest economies. Also these values reflect

the coefficients of a regression of the respective cost estimates on producer dummies, controlling

for product-importer-period fixed effects. The values in the bottom table show that the marginal

cost estimates are largely in line with the quality estimates from Table 2: Australia and Japan were

for example among the highest-quality producers and are also among the highest cost producers.

China, India, and Indonesia have the lowest inferred unit costs among large countries.

As described previously, the marginal costs are largely driven by three factors: (1) The produced

quality level, (2) the overall productivity of a country in a product category, and (3) trade costs.

The importance of the latter is evident by the fact that 5 out of the 6 most expensive exporters to

Europe are from outside the continent. Canada, Australia and Japan, for example, are additionally
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among the highest-quality producers in the sample, which further contributes to their rank among

the highest-cost producers.

Also within Europe, the cost pattern mirrors the pattern seen in the quality results: Ireland and

Luxembourg were for example the highest-quality producers and are also among the highest cost

producers. Eastern European countries on the other hand produce their varieties at significantly

lower unit costs. While the highest quality producers tend to be also the most expensive ones, there

are several notable exceptions: The UK for instance ranks 12th in quality but has the 4th highest

cost among EU producers. Slovenia on the other hand ranks 10th in quality out of 27 countries

but has the 5th lowest unit cost.

The top left plot in Table 3 highlights how m1, which governs the marginal cost of increasing

quality, varies by country. There is a clear negative correlation between this parameter and a

country’s GDP per capita, which implies that richer economies have a cost advantage in producing

higher-quality varieties. As shown in the plot on the right hand side, higher values for m1 also

translate into smaller actual quality choices made by firms in the respective countries.

5.2 An Example Category

In order to demonstrate the main features and implications of the model and the counterfactual

analysis, I begin with an example category before generalizing in the next section. My exam-

ple category is Floor-cloths; dish-cloths; dusters and similar cleaning cloths; knitted or crocheted;

life-jackets; life-belts and other made up articles.32 I chose this category mainly because it is a rep-

resentative example for the main results on prices, quality and welfare, which hold for the majority

of product categories.

Table 4 shows summary statistics for the example category. The 10 biggest suppliers cover over

87% of the European market, with the UK, Germany, and Hungary being the largest producers in

terms of expenditure shares. The average price differs significantly across producers, with India or

China selling at less than a quarter of the price charged by the most expensive EU countries, the

UK and Denmark. The pattern that higher-wage countries sell at higher prices is common across

the majority of product categories, which also makes this example category representative in this

regard.

It is also evident that price differences alone cannot fully explain the variation in expenditure

shares: The U.S. for example has a higher share than India, despite selling at higher prices and

being roughly equally close to most European markets. As suggested in column (3), the model

rationalizes this with differences in quality: In this example category, the U.S. produces goods of

higher quality than Indian firms do. More generally, richer economies tend to produce higher quality

varieties than poorer economies do: The richest EU economies Ireland, Denmark and Sweden are

among the highest quality producers while Romania, Bulgaria, China and India are located at

the other end of the spectrum. There are several notable exceptions however: Latvia or Slovenia

which are relatively poor EU members are among the highest-quality producers which shows that

32Eurostat classifies this under the prodcom category 17402590.
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Table 4: Summary Statistics: Example Category

(1) (2) (3) (4) (5) (6) (7) (8)

Country
Avg. EU Exp. Avg.

m̂1
GDP per

α(y(20)) α(y(80))
Domestic

Price Share Quality capita Share

EU countries:
France 21.31 4.89 8.77 1.21 41.85 -2.66 -2.17 51.91
Netherlands 9.61 3.04 7.78 1.46 47.84 -2.68 -2.09 62.97
Germany 13.36 16.20 7.53 1.21 40.46 -2.62 -2.10 74.85
Italy 13.20 1.66 7.68 1.97 36.03 -3.00 -2.17 37.42
UK 27.93 26.20 9.18 1.28 46.87 -2.73 -2.02 89.54
Ireland 21.46 0.61 10.05 1.84 59.41 -2.65 -2.02 67.99
Denmark 31.75 0.52 10.77 1.38 57.17 -2.48 -2.08 47.29
Portugal 24.92 10.69 9.36 1.41 21.88 -3.36 -2.70 95.37
Spain 10.81 4.04 7.32 1.30 32.17 -3.00 -2.37 71.26
Belgium 20.21 1.76 9.92 1.39 43.49 -2.64 -2.22 63.82
Sweden 18.59 2.89 9.91 1.44 50.37 -2.53 -2.12 74.64
Finland 15.72 2.25 9.30 1.42 46.50 -2.60 -2.08 80.29
Austria 26.50 1.55 10.00 1.40 45.25 -2.60 -2.09 61.52
Estonia 12.41 0.22 10.17 1.54 16.40 -4.08 -3.27 77.69
Latvia 18.69 0.21 10.43 1.51 12.97 -4.19 -3.59 86.07
Czech Republic 10.11 0.52 7.76 1.80 17.54 -3.60 -3.08 27.45
Hungary 25.62 11.23 10.14 1.42 13.52 -3.71 -3.24 97.45
Romania 15.66 0.39 8.17 3.69 7.92 -4.47 -3.77 6.23
Bulgaria 8.30 0.05 7.50 1.89 5.52 -4.34 -3.69 31.39
Slovenia 19.32 0.25 11.28 1.55 23.59 -3.11 -2.61 63.75

Largest Non-EU exporters:
China 6.49 6.12 5.07 2.64
United States 28.94 0.67 9.45 47.96
India 8.46 0.41 5.47 1.08

This table shows summary statistics for the example category during the most current period used for the
estimation (4th quarter of 2005).

the relationship between qcm and a country’s GDP per capita is not imposed by the model or

mechanically generated by the estimation, but rather a product of each country’s combination of

observed market shares and prices.

Column (4) of Table 4 summarizes the estimates of the cost parameter m1. In this example

category, France, Germany, and the UK have the lowest marginal cost of producing quality while

Romania, Italy and Bulgaria have a disadvantage in producing higher quality, which in turn results

in, on average, lower values of qcm for those countries.

The final two columns demonstrate the extent to which demand is non-homothetic. α(y(20))

denotes the price coefficient of a household at the 20th percentile of the income distribution of

the respective country, while α(y(80)) is the equivalent for the 80th percentile. These numbers are

a direct product of the estimated demand parameters α0 = 2.76 and α1 = 0.69 in this product

category and imply that households across the income distribution behave differently price elastic

and in turn will differ in terms of their preferred varieties. There is also significant variation in these

price elasticities across countries, with households in the poorer EU countries being almost twice

as price elastic as consumers in richer economies. This cross-country variation is due to differences
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in the location and variance of the income distribution across EU member states (see Appendix

Table D4).

Table 5: Counterfactual Price and Quality Adjustments: Example Category

Full Model Repr. HH

Country qold qnew
∆q

pold pnew
∆p

∆q ∆p
(in %) (in %)

France 6.95 6.70 -3.61 15.21 13.68 -10.06 0.00 0.00
Netherlands 6.19 6.15 -0.70 8.89 8.72 -1.94 0.00 0.00
Germany 4.59 4.62 0.71 6.98 7.08 1.42 0.00 0.00
Italy 1.98 2.01 1.30 2.08 2.11 1.40 0.00 0.00
UK 6.51 6.21 -4.51 13.38 11.72 -12.37 0.00 0.00
Ireland 6.52 6.51 -0.07 6.71 6.70 -0.21 0.00 0.00
Denmark 11.27 9.88 -12.32 71.39 36.95 -48.25 0.00 0.00
Portugal 10.25 10.19 -0.62 15.22 14.89 -2.17 0.00 0.00
Spain 7.00 6.84 -2.28 10.40 9.78 -5.96 0.00 0.00
Belgium 9.63 8.80 -8.66 28.21 19.64 -30.39 0.00 0.00
Sweden 8.35 8.23 -1.45 17.31 16.40 -5.21 0.00 0.00
Finland 10.44 9.84 -5.77 32.30 24.91 -22.88 0.00 0.00
Austria 9.55 9.22 -3.42 27.11 23.46 -13.45 0.00 0.00
Estonia 12.60 12.42 -1.45 12.69 12.04 -5.11 0.00 0.00
Latvia 12.85 12.80 -0.38 11.87 11.71 -1.32 0.00 0.00
Czech Republic 5.63 5.70 1.19 3.24 3.31 2.22 0.00 0.00
Hungary 8.99 8.99 0.01 7.89 7.89 0.02 0.00 0.00
Romania 2.94 2.97 1.15 1.49 1.51 1.40 0.00 0.00
Bulgaria 6.08 6.15 1.18 2.86 2.91 2.07 0.00 0.00
Slovenia 10.49 10.40 -0.81 14.37 13.94 -3.05 0.00 0.00
This table summarizes the optimal price and quality choices when moving from the current
equilibrium to autarky. Each value refers to the choice made by domestic companies in each
country. The representative household model removes income inequality by counterfactually
setting each household’s income equal to the country average. ∆q and ∆p in the 2 rightmost
columns show how domestic firms would adjust pcm and qcm in that model.

Tables 5 and 6 summarize the counterfactual price and quality adjustments associated with

a move to autarky. In order to highlight the importance of product differentiation, I first hold
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the productivity of new entrants on the same level as that of incumbent domestic firms (i.e. I

assume that m0 and m1 are country-specific). As shown in Table 5, in this case, for the majority

of countries, the estimates predict that domestic producers lower both quality and price in the no

trade-case relative to the current equilibrium, with an average reduction in quality of 2.03% and a

7.69% decline in prices.

These adjustments are a product of both vertical differences between domestic and imported

varieties and consumer heterogeneity: In this example category, trade particularly increases the

availability of cheaper products in most EU economies through greater access to cheaper, less

sophisticated varieties from non-EU countries (e.g. China and India) as well as EU producers (e.g.

Hungary and Germany). Domestic companies hence become disproportionately less attractive to

poorer households which lowers the average price elasticity of their remaining consumers. Since

the optimal quality choice of firms depends negatively on the price elasticity of a firm’s consumers

through equation (20), companies have incentives to specialize in higher-quality varieties when

selling to on average richer households.

A move to autarky on the other hand reverses this specialization. Since the majority of EU

firms specialized in higher-quality varieties and richer households have a greater demand for those

products, trade resulted in EU firms having a relatively high market share among richer households.

The effective price elasticity is hence lower with trade than in autarky, when demand from all

consumers has to be met by domestic firms (in which case αc∗m is just a simple average):

αTrade
cm =

∑
i∈Im αi[s

(i)
c∗m − (s

(i)
c∗m)2]∑

i∈Im s
(i)
c∗m − (s

(i)
c∗m)2

< αAutarky
cm =

1

|Im|
∑
i∈Im

αi.

Because of the direct mapping between the average price elasticity of a firm’s consumers and the

optimal qjm in equation (20), it follows immediately that EU firms will want to partially shift

production to cheaper, lower-quality varieties when moving to autarky.

In addition to the average supply side response, Table 5 also highlights significant cross-country

variation in terms of how domestic firms respond to trade barriers. As evident from the two top

plots, the declines in the average qcm and pcm are largely driven by richer high-quality producers.

Since those firms are disproportionately attractive to high-income households, the effective price

elasticity of their consumers will be low. The difference between αTrade
cm and αAutarky

cm is therefore

particularly large for those countries which results in stronger quality-downgrading. This is the

reason why domestic firms in Denmark, Belgium, or Finland are predicted to lower quality by

between 6% and 12% and prices by one quarter to one half.

The results also show that not all countries will optimally offer lower-quality varieties in autarky.

The low-quality producers Romania, Italy, or Bulgaria for example will want to moderately increase

both qcm and pcm: Varieties from these countries are more attractive to lower-income households

and so s
(i)
c∗m is comparably high for those consumer groups. As a consequence the effective price

elasticity of these countries’ consumers is relatively high and actually exceeds αAutarky
cm .

It is important to note that a model without consumer heterogeneity would not be able to gener-
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ate these results. As shown in the two rightmost columns of Table 5, in the case of a representative

household, the optimal price and quality choices are independent of trade. Since the consumers of

each firm are identical in that case, the effective price elasticity faced by firms is unaffected by the

move to autarky, and so will be the optimal qcm and pcm.33

Table 6: Price and Quality Adjustments: Variable Productivity

Country qold qnew
∆q

pold pnew
∆p

(in %) (in %)

France 6.95 4.51 -35.07 15.21 6.52 -57.13
Netherlands 6.19 5.18 -16.35 8.89 6.56 -26.23
Germany 4.59 3.81 -17.00 6.98 5.34 -23.52
UK 6.51 5.59 -14.08 13.38 9.50 -29.00
Portugal 10.25 9.98 -2.69 15.22 14.16 -6.96
Spain 7.00 5.64 -19.44 10.40 6.93 -33.38
Belgium 9.63 7.13 -25.96 28.21 11.94 -57.70
Sweden 8.35 7.33 -12.21 17.31 12.56 -27.40
Finland 10.44 8.57 -17.91 32.30 17.21 -46.71
Hungary 8.99 8.91 -0.96 7.89 7.75 -1.72

The above values summarize the optimal price and quality choices when
moving from the current equilibrium to autarky, using the estimates of
γk to infer the difference in productivity between incumbent and enter-
ing domestic firms. Each value refers to the choice made by domestic
companies in each country. For brevity, only the 10 largest exporters in
terms of EU expenditure share are included in the table.

The results in Table 6 additionally allow for differences in productivity between incumbent and

entering domestic firms which is important given the direct relationship between a firm’s quality

choice and the productivity parameters m0 and m1 predicted by the model (see equation (20)).

In order to quantify the counterfactual productivity of entrants, I follow Feenstra and Romalis

(2014) and Chaney (2008) who use industry-specific estimates on ζk = γ/(σ − 1) to distinguish

the shape parameter of the Pareto distribution γ from the elasticity of substitution σ. I use my

estimates on the average elasticities of substitution by industry k to back out γ for each product

category.34 These parameter values are then used to infer how the average productivity of domestic

firms changes when moving to autarky.35

33This unresponsiveness of prices also highlights the connection between log-logit and CES preferences (See An-
derson, De Palma, and Thisse (1987)). With CES preferences and a representative household as e.g. in a Melitz
(2003) model, each firm’s prices are a direct product of the marginal costs and the constant elasticity of substitution.
Adding consumer heterogeneity in combination with vertical differentiation make both endogenous and hence both
will be affected by trade. If either is removed however, the price setting decision of firms collapses to that of standard
CES-based trade models.

34Since the estimates of ζk are based on the 3-digit SITC classification, I crosswalk them to HS6 product categories
first and then match the resulting values to the prodcom categories used in this paper. I use the same ζ for all pc8
categories that belong to a particular SITC category.

35More specifically, in order to quantify the change in productivity of domestic firms, I first compute the additional
number of firms that enter in the fixed-productivity model. I then use the estimated γk’s to infer the unit cost
mccm of these entrants as well as the change in the average unit cost mccm of domestic firms. In principle, one may
rationalize the lower productivity of entering firms with either a higher m0 or m1. I assume that entering firms have
a lower baseline productivity m0 and that the marginal cost of producing quality is the same for all domestic firms.
Notice that in both cases, less productive firms will sort into producing less sophisticated varieties, which is consistent
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As evident from Table 6, allowing for productivity amplifies the reductions in quality and prices

seen in Table 5. Since m1 exceeds 1 for each producer, there is a direct negative relationship

between the optimal quality choice qcm and m0 through equation (20), which in this example

category results in sizable quality downgrading and reductions in prices. The magnitude of these

changes varies significantly with each country’s domestic share: Portugal and Hungary for example

are both comparably large producers in the EU and have substantial domestic shares as well (97

and 95%). There would hence be only limited entry following a move to autarky and in turn only

a moderate change in the average productivity. The opposite holds for Belgium and France who

are comparably small suppliers in this specific industry.

The supply side responses described in Tables 5 and 6 are particularly important for the extent to

which the gains from trade differ by consumer and across the income distribution. To demonstrate

this point, Table 7 summarizes the impact on consumer welfare in this specific product category

when EU countries counterfactually shift to autarky. In order to compute the gains from trade, I

use the ideal price index implied by the model (see equation (23)), which in the case of one good

simplifies to

P(k)
m (yi) = exp

(
1 + ln(p∗ikm)−

q∗ikm + εik
α(yi)

)
, (34)

and compute it with and without trade.

As described earlier, the move to autarky affects P(k)
m (yi) in two ways: First, it forces households

to buy domestic varieties which harms those households who preferred the price-quality combination

of foreign varieties or had a strong idiosyncratic taste for them. Second, the price and quality

adjustments seen above change qkm and pkm of the domestic varieties in autarky. Since poor and

rich household differ in their valuation for quality through α(yi), both adjustments will also affect

households across the income distribution differently.

Table 7 summarizes the predicted impact of moving to autarky on household welfare. In order to

highlight the importance of vertical differentiation, I compute the change in P(k)
m (yi) both with and

without supply side adjustments. The first three columns show the average welfare consequences for

all countries on (1) households at the 20th percentile of the income distribution (∆P(k)
m (y(20))), (2)

households at the 80th percentile (∆P(k)
m (y(80))), and (3) the gap between the two ∆P(k)

m (y(20)) −
∆P(k)

m (y(80)), when domestic producers are solely allowed to enter in response to the removal of

foreign competitors. Columns (4) to (6) present the gains from trade when firms additionally

adjust the characteristics of their varieties as seen in Table 5. Finally, the rightmost columns

document the analogous results for the variable-productivity model described above.

with empirical evidence (see e.g. Faber and Fally (2017)).
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There are four main takeaways from Table 7: First, when productivity is held fixed, the rich-

poor gap is positive for the majority of countries which means that poorer households tend to benefit

more from trade in this product category than richer ones do in the European Union. Depending on

the model, trade results in an on average 1.96 to 3.13 percentage points stronger decline in the price

index for poorer households. This result is due to most EU countries specializing in higher-quality

varieties and hence imports being more attractive to poorer than to wealthier households.

Second, there is considerable heterogeneity in terms of how unequal the gains from trade are

in each country. Poorer households gain between 8 and 23 percentage points more in richer EU

economies such as Denmark, Finland or Austria. In Romania and Bulgaria on the other hand,

especially richer households benefit from trade. As shown in the two top figures, there is a noticeable

positive correlation in both models between a country’s GDP per capita and the extent to which

trade is pro poor: The rich-poor gaps are larger in richer economies such the Scandinavian countries

but quite modest or negative in Eastern Europe. Also these findings are a direct product of the

productivity and quality estimates shown in Table 4 as well as the extent to which demand is

non-homothetic. Since richer countries tend to have a comparative advantage in producing higher

quality-goods, but at a high price, poor households in these countries particularly benefit from

access to cheaper foreign varieties through trade.

Third, accounting for quality specialization has a significant impact on the results. In the entry-

only model, the average gap equals about 3 percentage points and can take larger values of up to 25

percentage points in Denmark. In comparison, when accounting for quality and price adjustments,

this gap shrinks to just about 2 percentage points on average. The reason for this result lies in

the direction of the supply-side adjustments seen above: Since EU firms will optimally target the

average household in autarky, it is best to lower both qcm and pcm. This quality downgrading

increases the availability of less sophisticated but cheaper varieties which predominantly benefits

low-income households and hence mitigates the extent to which the gains from trade are unequal.

In addition to the average rich-poor gap, also the majority of country-specific gaps become

more moderate. In turn, as visible in the two leftmost plots in Table 7, the predicted supply side

adjustments also affect the extent to which the unequal gains from trade vary with a country’s

income level. In the entry-only model shown on the left side, there is a strong positive relationship

between a country’s GDP per capita and the extent to which the gains from trade are unequal:

Regressing the rich-poor gap on a country’s GDP per capita (in logs) for example, implies a sizable

positive slope of 0.088. Under the full model, the regression line between the two variables becomes

much flatter and the slope is reduced to 0.065.

Finally, allowing for differences in productivity between incumbent and entering domestic firms

lowers the welfare gap between rich and poor households further. As shown in columns (7) to

(12) it actually reverses the gap on average to -2.87 in the entry-only model and -7.20 in the full

one. This result is largely a consequence of the sizable price and quality adjustments described in

Table 6. Particularly those countries with an initially small domestic share and hence an extensive

counterfactual entry of less productive firms such as Romania or the Czech Republic see strong
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declines in pcm and qcm when moving to autarky which disproportionately benefits less wealthy

households. As shown in the rightmost 2 plots, also the relationship between a country’s gdp per

capita and the welfare gap appears to be less pronounced in this case. Controlling for each country’s

import share does however restore the strong correlation between income per capita and the extent

to which trade favors poorer consumers: On average, the gap is about 6.5 percentage points larger

in richer economies than in poorer ones when controlling for size. Further, vertical differentiation

continues to be important in this model as well and in this example category lowers the welfare

gap by 4.3 percentage points.

5.3 Counterfactuals

This section extends the analysis of the previous subsection and computes the gains from trade

for the full sample of products, using the demand and supply side parameter estimates described

above. As for the example product, I quantify these gains by predicting the counterfactual welfare

of each consumer group under autarky and compare it to that in the current trade equilibrium. I

simulate household welfare in autarky in three scenarios: (1) Firms can enter and exit, (2) firms

can additionally adjust prices, and (3) firms can adjust both the price and quality of their products.

As I did for the example category, I begin by constructing the percentage point difference in

the welfare gains from trade between poor and rich households for each product category k using

equation (34),

∆Gapkmt =
P(k)
mt(y(20))counter

P(k)
mt(y(20))actual

−
P(k)
mt(y(80))counter

P(k)
mt(y(80))actual

,

where m denotes a market, and t the respective time period. I then regress these gaps on importer

dummies:

∆Gapkmt = δm · I{Importer = m}+ εkmt. (35)

The coefficients of interest are the δm, which can be interpreted as the average welfare gap in

importing country m over all products and time periods. The larger this number is, the more will

international trade benefit poor consumers relative to richer ones.

In section 6, I augment this regression with product as well as time fixed effects. However, since

these dummies then absorb some of the variation in the rich-poor gaps, the estimates of δm would

not reflect the absolute rich-poor gap in each country anymore in this case but rather capture

average deviations in the gap from the product means. Since I am interested in both the absolute

and relative magnitude of ∆Gapkmt, I do not include these controls in the baseline regressions. As

I show later, the resulting cross-country patterns as well as the extent to which the supply side

affects the welfare estimates also change only little with the inclusion of these dummy variables.

Tables 8 and 9 summarize the results of regression (35). As in the example category, I first

report the results when holding productivity of entrants at the same level as that of incumbent

domestic firms to highlight the importance of vertical differentiation. The left figure of Table 8

plots the average rich-poor gap in the gains from trade for each EU country for the entry-only
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Table 8: Counterfactuals: Heterogeneous Gains from Trade - Fixed Productivity

a) Entry b) Entry & Price Adj. c) Full Adjustments

∆% Welfarepoor −∆% Welfarerich (∆%P(20) −∆%P(80))

Entry Prices Full Adj. Entry Prices Full Adj.

France 3.71 3.32 1.81 Austria 4.36 3.93 2.25
Netherlands 3.95 3.56 1.72 Malta 3.31 3.38 2.14
Germany 1.83 1.55 0.89 Estonia 0.45 0.03 -0.24
Italy 1.24 0.94 0.31 Latvia 0.88 0.71 0.57
UK 4.70 4.48 1.95 Lithuania -0.03 -0.31 -0.27
Ireland 3.63 3.38 0.93 Poland 1.58 1.31 0.84
Denmark 6.86 6.16 4.05 Czech Rep. 1.72 1.51 1.19
Greece 1.53 1.65 0.64 Slovakia 2.52 2.26 1.27
Portugal 1.88 1.66 0.59 Hungary 1.47 1.25 0.99
Spain 2.02 1.93 0.98 Romania -0.26 -0.30 -0.06
Belgium 2.59 2.32 1.20 Bulgaria 1.33 1.50 0.93
Luxembourg 2.89 3.03 0.60 Slovenia 1.20 1.12 1.24
Sweden 2.00 1.61 1.00 Cyprus 6.69 3.98 2.75
Finland 2.69 2.64 1.84 Average 2.47 2.17 1.19

The above figures and table show the dummies δm from regression (35). The left figure is based on the
model without price and quality adjustments. The figure in the center and the columns labeled Prices
present the results for a model which only allows for entry and price adjustments when moving to autarky.
The rightmost figures and columns show the result for the full model. Outlier Luxembourg is not shown in
the plots.

model without price and quality adjustments. The middle figure shows the results when firms can

additionally adjust the prices of their goods. Finally, the right figure as well as columns (4) and

(8) in Table 8 summarize the results for the full adjustment model.

The results are largely in line with those seen in the previous section. In the fixed-productivity

model, the average ∆Gapkmt is positive for all countries which means that poorer households

benefit more from trade than richer ones do in each EU member country. Depending on the model,

trade results in an on average 1 to 2.5 percentage points stronger decline in the cost of living for

poorer households. There is also again considerable heterogeneity in terms of how unequal the gains

from trade are in each country. While poorer households gain almost 3 percentage points more in
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Table 9: Counterfactuals: Heterogeneous Gains from Trade (Variable Productivity)

a) Entry b) Entry & Price Adj. c) Full Adjustments

Entry only Prices Full Adjustments

∆%P(20) ∆%P(80) Gap Gap ∆%P(20) ∆%P(80) Gap

France 8.04 5.17 2.87 3.40 5.68 5.87 -0.18
Netherlands 7.64 5.27 2.37 4.04 6.13 7.12 -1.00
Germany 4.40 3.11 1.29 1.66 4.20 4.42 -0.22
Italy 3.26 2.71 0.56 1.04 2.96 3.77 -0.80
UK 7.93 4.46 3.47 4.95 6.46 6.98 -0.52
Ireland 8.05 6.56 1.49 4.03 6.51 9.53 -3.02
Denmark 16.16 10.58 5.57 6.82 12.77 11.52 1.25
Greece 5.58 6.13 -0.55 2.11 6.31 9.14 -2.83
Portugal 7.78 8.14 -0.35 1.92 6.60 9.85 -3.25
Spain 5.10 4.31 0.80 2.11 4.10 4.90 -0.79
Belgium 9.85 9.41 0.44 2.70 7.46 9.09 -1.63
Luxembourg 5.93 7.48 -1.55 3.63 8.73 13.25 -4.52
Sweden 5.41 4.61 0.80 1.74 4.83 5.61 -0.78
Finland 8.73 8.27 0.46 2.79 7.29 8.65 -1.37
Austria 10.99 8.40 2.59 4.40 7.70 8.21 -0.51
Malta 7.18 8.62 -1.44 3.33 5.44 5.04 0.40
Estonia 6.09 7.41 -1.32 -0.01 6.72 10.76 -4.04
Latvia 3.85 4.19 -0.34 0.86 4.75 6.22 -1.47
Lithuania 4.62 6.02 -1.39 -0.55 5.34 8.67 -3.33
Poland 5.60 5.49 0.11 1.42 5.44 6.66 -1.22
Czech Rep. 6.83 6.27 0.56 1.62 6.10 6.89 -0.79
Slovakia 8.15 7.66 0.49 2.29 8.10 9.21 -1.11
Hungary 7.46 7.60 -0.14 1.46 7.20 8.68 -1.48
Romania 3.99 5.57 -1.58 -0.30 4.16 6.32 -2.16
Bulgaria 7.43 7.82 -0.39 1.85 7.50 9.69 -2.20
Slovenia 6.04 6.20 -0.16 1.17 7.09 8.33 -1.24
Cyprus 8.88 6.37 2.51 5.10 7.20 8.24 -1.04
Average 7.07 6.44 0.64 2.43 6.40 7.88 -1.48

The above figures and table show the dummies δm from regression (35). The left figure is based on the model without
price and quality adjustments. The figure in the center and the columns labeled Prices present the results for a model
which only allows for entry and price adjustments when moving to autarky. The rightmost figures and columns show
the result for the full model. Differences in productivity between incumbent and entering domestic firms are inferred
from the estimates of γk as described in section 5.2. Outlier Luxembourg is not shown in the plots. The last plot
additionally excludes Denmark.
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Denmark, the gains are almost equally distributed in Romania or Lithuania. More generally, there

is a noticeable positive correlation in both models between a country’s GDP per capita and the

extent to which trade is pro poor: The average estimates of ∆Gapkmt are larger in richer economies

such as Austria, the UK, or the Scandinavian countries but quite modest in Eastern Europe.

These results are once again a direct consequence of both specialization and a non-homothetic

demand: As seen in section 5.1, demand for quality is increasing in income for the majority of goods.

Since richer EU economies tend to specialize in more expensive, higher-quality varieties across

product categories, their imports are comparably more attractive to households at the bottom end

of the income distribution. In poorer EU economies on the other hand, imports and domestic

varieties are on average similarly relevant for all income groups with the result that trade has

relatively equal effects in those countries.

As evident from the rightmost columns of Table 8, accounting for quality specialization is

also quantitatively important in the full sample. In the entry-only model, the average ∆Gapkmt

equals about 2.5 percentage points and can take larger values of 4 to 7 percentage points in rich

economies such as Denmark, the UK or Austria. In comparison, when accounting for quality and

price adjustments this gap shrinks to just about 1.2 percentage points on average. In total, this

translates into the gains from trade being 1 − 1.19/2.47 = 51.8% less unequal when taking the

supply side into account. As shown in the top 3 plots, these supply side adjustments also mitigate

the extent to which the unequal gains from trade vary with a country’s income level. In the entry-

only model, the correlation between the average ∆Gapkmt and a country’s GDP per capita is 0.67

and the slope of the fitted line in panel (a) is 0.014. These numbers drop to 0.53 and 0.004 in the

full model.

Intuitively, accounting for the supply side also here takes into account that EU products today

are partially unattractive or unavailable to poor consumers because of the specialization patterns

seen in section 5.1. The results highlight that determining how this specialization would change in

a counterfactual move to autarky is quantitatively important when estimating the unequal gains

from trade. As was the case in the example category, the finding that these supply side adjustments

reduce the welfare gap between rich and poor is due to the majority of domestic producers opti-

mally lowering the quality of their products in autarky in order to target both richer and poorer

households.

The results presented in Table 8 also provide a sense to what extent the rich-poor gap de-

composes into a price- and quality-component. Price adjustments do partially close the rich-poor

gap as well, although in itself considerably less than quality-adjustments. On average across coun-

tries, poorer households gain 2.17 percentage points more from trade than rich ones do in the

price-adjustment model compared to 2.47 in the entry-only case, a decline in ∆Gapkmt of about

12%.

Finally, Table 9 summarizes the result of the model that additionally allows for heterogeneity in

productivity across firms, in which case the welfare gap is again smaller. In contrast to the example

category however, trade is on average still pro-poor in the entry-only model and only switches sign
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in the full model. In this case, endogenous vertical differentiation is hence particularly important

for the question which consumer group benefits more from trade: On average, richer households

gain about 1.48 percentage points more from trade than poorer households compared to 0.64

percentage points less in the entry-only model. Also here, trade is, depending on the specification,

4-6 percentage points more pro-poor in richer economies compared to poorer ones. In rich economies

such as Germany, France or Austria, trade has again fairly balanced consequences and actually

favors poor households in Denmark. In the poorer EU economies Romania and Lithuania, trade

benefits the rich more throughout all models.

As suggested in the example category, the impact of heterogeneity in productivity is particularly

strong for small countries. The rightmost figure of Table 9 shows a strong, negative correlation

between a country’s average import share and the welfare gap between poorer and richer households.

This relationship is a product of both the quality choice of firms and the extent of predicted

counterfactual entry: Since entry of domestic firms will be particularly strong in countries with large

factual import shares, these countries will also experience sharp declines in the average productivity

of firms. Given the inverse relationship between quality and productivity, the average quality

will therefore also see the biggest declines in smaller countries which translates into the welfare

implications described above.

The finding that trade might disproportionately benefit poor consumers when taking the firm-

size distribution and productivity differentials into account is in line with recent evidence from

scanner data for the U.S. by Faber and Fally (2017). The results presented in Table 9 hence show

that these findings appear to also apply more broadly to the manufacturing sector and a wide range

of countries and additionally vary quite strongly with country characteristics. In particular, trade

in small and less wealthy countries magnifies nominal income inequality by almost 4 percentage

points but has close to balanced consequences in larger and richer EU economies such as France,

Germany, or the UK.
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Price Indexes Instead of relying on regression (35), it is also straightforward to exploit the

structure of the model and use the aggregate, household-specific consumer price indexes as defined

in equation (23) to compute the gains from trade. Table 10 summarizes the results which are largely

comparable to those found when using regression (35): Trade again benefits poorer households

more than richer ones in each EU country when productivity is held fixed with gaps of 2.33 and

1.21, respectively. Supply side responses hence mitigate the extent to which the gains from trade

are unequal by 48%. Also the correlation between the welfare gaps and each country’s GDP per

capita falls from 0.67 to 0.53 and quality adjustments continue to be quantitatively more important

than price adjustments. In the variable-productivity model the welfare gaps equal 0.8 and -1.32

percentage points and are hence very close to the values obtained in regression (35) of 0.64 and

-1.48.

As shown in Appendix Table B3, the results are also largely unaffected when using expenditure

weights ωk in equation (23). In order to construct these respective price indexes, I infer country-

period specific expenditure weights ωk from the data using equation (30). In this case, the gap in

the gains from trade between poorer and richer consumers equals 1.96 and 1.03, respectively, in

the model that holds productivity fixed. Product differentiation hence reduces the extent to which

the gains from trade are unequal by virtually the same percentage as when using uniform weights

(47% compared to 48%). Accounting for entry by less productive firms again reverses the sign

of the gap. A noticable difference is that there is only a very small difference in the average gap

when comparing the entry and the full model (-1.21 and -1.26). This is however largely driven by

one country, Malta, for which the gap in the entry case exceeds -22. Excluding only Malta would

already significantly increase the gap to -0.46. More generally, the introduction of expenditure

weights does result in several very large and very small gaps, particularly for small countries. The

simple average is therefore quite sensitive to such cases.

6 Robustness

This section summarizes a set of robustness checks which evaluate in how far the baseline results

depend on certain assumptions or features of the data. Table 11 gives a brief overview of how

sensitive the results are to varying specifications while a more detailed summary is provided in

Appendix B.

Instruments As mentioned above, as a first robustness check, I employ a set of alternative

instruments based on measures of shipping costs to test to what extent the results might depend

on the instrument choice. These costs are largely determined by factors out of the control of firms

such as the distance to the importing country, fuel prices, or the cost of freight insurance and hence

an arguably exogenous driver of exporter prices.

Data Appendix D discusses the the validity of the alternative instruments in more detail. As

shown in Tables D5 and D6, there is a robust, positive first-stage correlation between each instru-
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Table 11: Robustness Checks: Summary

Fixed Productivity Variable Productivity

Entry Full Ratio Entry Full

Baseline 2.47 1.19 0.48 0.64 -1.48

Alternative Instrument 1.44 0.98 0.68 0.25 -0.80
Weighted Price Index 1.96 1.03 0.53 -1.26 -1.21
Excluding Intermediates 2.23 1.22 0.55 0.89 -1.30
6-Digit Aggregation 2.39 0.80 0.33 -0.09 -2.46
4-Digit Aggregation 1.59 0.65 0.41 -0.75 -2.25
2-Digit Aggregation 1.05 0.42 0.40 -0.24 -1.12

Each value reflects the welfare gap in the gains from trade between households at the
20th percentile compared to those at the 80th percentile of the income distribution.
All numbers are simple averages over all EU countries in the sample. The Fixed
Productivity columns show the respective values when productivity of entering firms
is held constant. The Variable Productivity columns refer to the model that allows for
variation in productivity across firms and between entering and incumbent domestic
firms.

ment and unit values across product categories. As in the baseline specification, the estimated price

coefficients are also larger in absolute value compared to OLS for the majority of product categories

(69% of cases compared to 78% in the baseline). Panel b) of Figure D4 shows graphically that the

distribution of the difference between 2SLS and OLS coefficients, α2SLS − αOLS has more mass to

the right of 0, implying less negative price coefficients in the OLS case. Panel d) shows that the

2SLS distribution of price coefficients has a predominantly negative support and more mass on the

left tail compared to the OLS estimates, which are much more concentrated between -5 and 0.

Table B1 presents the main results when using shipping costs as instruments for prices. More

specifically, the table summarizes the results of regression (35) when both measures of shipping

costs are included in the instrument matrix, although the estimates are similar if each one is used

individually. The qualitative and quantitative results are largely in line with those obtained in the

baseline specification: When productivity is held fixed, trade benefits poorer consumers more than

richer ones, with a difference of 1.44% in the entry-only case, and 0.98% in the full model. While

these numbers are slightly lower compared to the baseline results of 2.47% and 1.19%, product

differentiation is still quantitatively important and implies 46.9% less unequal gains than without

adjustments.

Also here, the productivity channel in combination with vertical differentiation reverses the

sign of the gap, in this case to -0.8. As in the baseline case, the entry-only model would have still

predicted a moderate positive gap of 0.25. These figures are reassuring that the main findings are

not driven by the instrument choice.

Intermediates Another potential concern is related to the fact that parts of the products in the

sample are intermediate products rather than final goods. Those are in turn not directly bought

by consumers but rather by companies using them in the production of final goods. In order to

assess this issue in my counterfactuals, I remove intermediates from the data and simulate the gains
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from trade for the remaining subsample. In order to classify products, I use the UN Conference on

Trade and Development’s (UNCTAD) classification of products, which assigns each HS6 category

one of 4 types (consumer goods, capital goods, intermediate goods, and raw minerals).36

As summarized in Table B2, the estimates do not differ substantially from the baseline speci-

fication and show that the gap between rich and poor households is still present. I find that the

difference in welfare gains equals 2.23% and 0.89% in the entry-only models, respectively, which is

in line with the results for the full sample (2.47% and 0.64%). Also the impact of product differ-

entiation is comparable to before: Allowing for price and quality adjustments results in 1.01 and

0.41 percentage point reductions in the welfare gap measure.37

Aggregation The next robustness check addresses the issue that the estimates of the gains from

trade are known to be sensitive to the aggregation level. Ossa (2015) for example shows that

disaggregating the data by 3 digit industry instead of using a single elasticity of substitution and

aggregate data magnifies the gains from trade by approximately factor 3. While the focus of

this paper is less on measuring aggregate welfare gains from trade, it is still plausible that the

aggregation level also matters for the degree to which the gains from trade are unequal.

To address this issue, I aggregate the data up to the 2-, 4-, and 6-digit industry level and

reestimate the model. Appendix Figure B1 and Table B4 show how the welfare results are affected

by changing the level of industry disaggregation. Qualitatively, the results are similar to those

at the 8-digit level: Trade lowers the price index of poorer consumers by 2.46, 2.25, and 1.12

percentage points less than that of richer households, respectively, compared to 1.48 found in the

8-digit case.

Quantitatively, the gains from trade tend to be less unequal when aggregating. In the fixed

productivity model, the gaps decline from 2.47 and 1.19 in the 8-digit case to 1.05 and 0.42 when

aggregating the data up to 2-digit industries. Also in the variable productivity model the welfare

gaps are smaller in absolute terms with values of 0.24 and 1.12, which is consistent with larger

predicted aggregate gains on the 8-digit level partially carrying over to the extent to which they

are unequal.

Regardless of the aggregation level however, not accounting for price and quality adjustments

does overstate the unequal gains from trade in comparable magnitudes: Allowing for endogenous

product differentiation results in a 60 to 66 percent less unequal distribution of the gains from

trade depending on the aggregation level, which is in line with the results in the 8-digit case (52%).

36Since my data is on a different level of disaggregation (pc8/cn8 versus HS6), I assign each cn8 code a category
based on the first 6 digits, which coincide with those of HS6 categories. When aggregating up to pc8plus cate-
gories, I assign pc8plus categories a group based on EU trade volumes: If the respective pc8plus category consists
predominantly of HS6 imports in group 1 for example, I assign this category group 1 as well.

37I also ran the above regressions for the other groups and found that the above patterns are to some extent also
present for the group of intermediates. This should not necessarily come as a surprise given that higher-quality final
producers tend to also use higher-quality intermediates (see e.g. Manova and Zhang (2012)). One should therefore
expect to not only see a higher demand for higher-quality final goods but also for higher-quality intermediates in
richer countries due to specialization. Further, access to higher-quality intermediates would then carry through to
greater access to higher-quality final goods and have plausibly similar implications for inequality.
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Generally, the results also tend to be quite a bit more noisy the more the data is aggregated, which

can be expected for two reasons: First, particularly 2-digit industries frequently encompass a large

number of different goods with a nontrivial extent of heterogeneity in terms of characteristics and

production costs.38 Aggregate unit values on this level are therefore a much more noisy measure of

prices. Second, with a small number of industries, a single sector can have a much bigger impact

on the estimated gains from trade.

Product Fixed Effects The final robustness check addresses the ideal price index as defined by

equation (23). A potential concern with this index is that aggregation over many product categories

might hide that only very few product categories drive the results. One might also be worried that

the cross-country variation in the rich-poor gaps is driven only by differences in the consumption

of product categories and not varieties within these categories.

In order to address these questions, I regress the welfare gaps on the product-importer level,

∆Gapkmt, not only on importer dummies but also product and time fixed effects:

∆Gapkmt = δm · I{Importer = m}+ δk · I{Product = k}+ δt · I{Period = t}+ εkmt. (36)

Table B5 summarizes the results of this regression. Including product dummies essentially absorbs

any variation in the rich-poor gaps that is due to the respective product category k, which mitigates

for example the impact of individual product categories with extreme gaps in each country. The

coefficients on the importer dummy, δm, therefore do not reflect the absolute welfare gaps in each

country in this case, but rather average deviations from the product means.

The estimates are nevertheless informative in so far as they confirm the cross-country pattern

found above, with trade in richer EU countries disproportionately benefiting poor consumers more

than in poorer countries. As evident from Table B5, there continues to be a positive correlation

between country GDP per capita and the average ∆Gapkmt, both in the entry-only and full models.

In terms of magnitudes, the welfare gap in the richer economies Austria and the UK is for example

about 6 percentage point bigger than in Romania and Bulgaria in the entry-only models, which is

quantitatively similar to the results obtained from regression (35). The inclusion of fixed effects

does also not alter the finding that price and quality adjustments result in smaller cross-country

variation in the rich-poor gap. When using the full model, the difference between rich and poor

countries falls to 1.5 to 2 percentage points.

7 Conclusions

In this paper, I developed a structural framework to study the unequal gains from international

trade under endogenous vertical differentiation. Based on the observation that consumption baskets

systematically differ with household income and that countries are differently good at producing

38As an example, one particular 2-digit industry summarizes firms that produce tractors, passenger cars, bicycles,
and baby carriages.
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these baskets, I built a multi-sector model and quantified how trade affects the cost of living for

different income groups. The model can be brought to the data using widely available data on

trade flows, domestic production and the income distribution, making it applicable to a wide range

of countries, and the paper provides estimates of demand and supply parameters for more than

3,000 industries.

Overall, I find the gains from trade to be fairly moderately unequal. While there is significant

cross-country variation in terms of which groups benefits more from trade, essentially two channels

mitigate the extent to which the gains from trade are unequal. On one hand, trade induces domestic

firms to specialize in varieties for which there is less foreign competition. The inflow of cheaper

Chinese varieties for example is disproportionately beneficial to poor households, but also induces

quality-upgrading by domestic firms which has the opposite welfare effects. Additionally, exit of

less productive, low-quality producing domestic firms counteracts these direct effects even further.

Taken together, the model actually predicts that in the majority of EU countries, it is richer

households who experience a stronger decline in the cost of living, particularly in small economies.

A natural question is how the results above compare with those found in the literature on

the impact of trade and import competition on workers with differing skill and education levels.

While studies by Autor, Dorn, and Hanson (2013), Autor et al. (2014) or Hummels et al. (2014)

have emphasized the heterogeneous impact of trade on nominal income, they have been silent on

the implications for real income inequality. Autor et al. (2014) for example find that low skilled

workers in the U.S. experienced a 7.8% decline in earnings as consequence of extensive import

competition from China compared to high-skilled workers who saw virtually no changes in wages.

This number dominates the relatively moderate gaps found in this paper, which e.g. equal in the

similarly rich Scandinavian countries between -1.37 and 1.25. Qualitatively, also a model without

the differentiation and productivity-channels would have come to this conclusion, but would have

predicted much smaller effects on real income inequality.
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Appendices

A Summary Statistics

Table A1: Summary Statistics

N Mean Std.Dev Min Max

Trade and Production:
Observations per product category 3,103 4,258 3,016 4 21,995
Expenditure Shares 13,212,843 0.0890 0.2060 2.54e-09 0.9999
Exporters per product 3,103 51.79 21.48 1 169
Importers per product 3,103 24.79 3.36 1 27
Unit Values 13,212,843 10.45 185.13 2.57e-06 177,996.5
Total quarterly demand (1000 EUR) 1,177,936 30,580.23 238,892.5 0.0001496 3.28e+07
Import Share 719,478 0.2854 0.2635 1.92e-07 0.9999
Number of Companies 3,085 46.01 178.41 1 3558.42

Country Characteristics:
Exporter Population 13,212,843 110,782.3 276,896.8 9.65 1,319,625
Bilateral Distance (in km) 13,212,843 2,752.48 3,319.40 6.69 19,586.18
Exporter GDP per capita 13,212,843 28,096.4 17,341.5 99.16 129,870.2
Median Disp. Income (EUR) 27 15,078 10,949 1,904 42,909
Gini Coefficient - Income 27 0.30 0.04 0.23 0.37

Instruments:
Hausman (1996) IV 13,212,843 10.49 153.62 0.0000105 58,904.06
Feenstra, Romalis (2014) IV 13,212,613 -.0260 1.0091 -17.1723 19.5264
Shipping Cost per unit 13,212,613 3.1822 500.0253 4.62e-08 272,315.7
Shipping Cost per Euro 13,212,613 0.0011 0.02452 1.70e-08 12.75
∆ Exchange Rates 13,212,843 0.1579 0.5708 -0.8074 1.8293
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Table B4: Robustness: Varying Aggregation Levels

PC6 PC4 PC2

Fixed Prod. Variable Prod. Fixed Prod. Variable Prod. Fixed Prod. Variable Prod.

Entry Full Entry Full Entry Full Entry Full Entry Full Entry Full

FRA 3.47 1.32 2.42 -1.10 1.34 1.18 0.06 -0.24 1.59 0.95 1.78 0.24
NLD 4.82 1.47 2.70 -2.02 2.02 1.14 0.56 -1.89 2.29 0.85 2.91 -1.32
GER 1.67 0.84 0.63 -0.70 1.01 0.76 0.19 -0.63 0.87 0.88 0.57 0.17
ITA 1.26 0.19 0.12 -1.39 0.50 0.04 -0.75 -1.06 0.47 -0.16 -0.04 -1.00
GBR 4.64 0.91 3.20 -2.19 2.53 0.94 0.52 -1.62 2.84 0.36 3.24 -1.09
IRL 3.90 0.43 1.82 -3.86 3.60 0.48 1.75 -3.11 0.81 -1.77 0.96 -3.32
DNK 7.20 2.62 5.35 -0.98 4.22 1.54 2.45 -1.67 3.35 1.33 3.88 -0.21
GRC 1.66 0.65 -1.46 -3.13 0.41 0.24 -1.52 -3.24 -0.16 0.32 -0.96 -1.20
PTG 1.75 0.47 -1.75 -4.49 1.63 0.56 -1.09 -3.90 1.52 0.86 -0.48 -1.04
ESP 1.45 0.50 -0.06 -1.32 1.07 0.66 -0.04 -0.25 0.67 0.44 0.46 -0.46
BEL 3.26 1.38 0.05 -2.29 1.77 0.61 -1.13 -2.88 1.16 -0.03 -1.34 -2.40
LUX 1.30 -0.94 -3.04 -6.57 1.95 0.29 -4.53 -6.84 0.08 -0.47 -6.31 -2.55
SWE 1.79 0.53 0.00 -1.64 1.24 0.36 0.32 -1.39 0.83 0.19 0.18 -1.05
FIN 2.62 1.16 -0.21 -2.81 0.96 0.87 -0.84 -0.88 1.58 0.65 0.69 -1.53
AUT 3.93 1.48 1.13 -2.10 2.76 1.08 0.05 -1.81 2.12 0.57 1.01 -1.05
MLT 3.05 1.50 -1.63 -0.48 3.35 1.65 -3.06 -0.73 1.97 1.24 -3.75 0.09
EST 0.15 -0.03 -2.75 -5.01 -0.47 -0.14 -3.11 -5.44 -0.12 -0.05 -2.21 -3.22
LTV 0.74 0.55 -1.20 -2.30 0.51 0.46 -1.69 -2.25 0.42 0.99 -1.21 0.05
LTU -0.17 -0.41 -2.68 -4.63 -0.47 -0.64 -2.85 -4.47 -0.91 -0.68 -3.41 -2.95
POL 1.30 0.51 -0.50 -2.05 0.69 0.27 -1.55 -1.93 0.11 0.53 -1.30 -1.16
CZE 1.28 0.75 -0.68 -1.87 0.07 0.04 -1.27 -1.91 -0.26 -0.19 -1.06 -1.73
SVK 2.15 1.17 -1.17 -2.22 0.98 0.31 -2.52 -3.10 -0.06 0.53 -2.44 -0.95
HUN 0.92 0.58 -1.00 -2.41 1.27 0.79 -0.64 -1.92 1.93 1.56 1.83 -0.07
ROM -0.28 -0.11 -1.87 -2.38 0.30 0.08 -1.38 -2.06 -0.04 -0.06 -0.92 -1.31
BLG 1.45 0.81 -0.92 -3.00 1.68 0.73 0.33 -2.29 1.12 1.06 1.62 -0.47
SVN 1.53 0.78 -0.73 -2.18 0.90 0.31 -0.25 -2.70 -0.24 -0.46 0.80 0.13
CYP 7.71 2.49 1.78 -1.29 7.00 2.85 1.72 -0.60 4.32 1.82 -0.87 -0.96
AVG 2.39 0.80 -0.09 -2.46 1.59 0.65 -0.75 -2.25 1.05 0.42 -0.24 -1.12

The table summarizes the dummies δm from regression (35) for varying aggregation levels. The Fixed Productivity columns
show the respective values when productivity of entering firms is held constant. The numbers in the Variable Productivity
columns refer to the model that allows for variation in productivity across firms and between entering and incumbent
domestic firms.
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C Derivations

C.1 Household Decision

C.1.1 Variety Choice

This part shows that when household utility for variety j is given by

u
(i)
jk = xijke

qjk+εijk
α(zi) ,

the resulting probability that a household with service consumption zi will buy variety j∗ will be

Pr(i 7→ j∗) =
exp[qj∗k − α(zi) ln pj∗k]∑
j∈Jk exp[qjk − α(zi) ln pjk]

when εijk follows a type 1 extreme value distribution. The proof largely follows Handbury (2013).
Generally, consumers will choose variety j∗ if

u
(i)
j∗k ≥ u

(i)
jk

xj∗ke
qj∗k+εij∗k

α(zi) ≥ xjke
qjk+εijk
α(zi)

Eij∗k
e
qj∗k+εij∗k

α(zi)

pj∗k
≥ Eijk

e
qjk+εijk
α(zi)

pjk

where Eijk denotes the expenditure which a consumer spends on variety j. The term exp[qjk +
εijk/α(zi)]/pjk represents the utility per dollar a household receives when it chooses variety j.
Ultimately households will want to choose the variety which maximizes this utility per dollar and
it will be unnecessary to explicitly need to keep track of expenditures Eijk. In addition, given
that utility over different product categories is of Cobb-Douglas form, the optimal expenditure on
a product will in any case be independent of the optimal variety and hence Eijk = Eik, ∀j ∈ Jk.
Hence, taking logs, consumers will optimally choose variety j∗ if

qj∗k + εij∗k
α(zi)

− ln pj∗k ≥ max
j∈Jk

(
qjk + εijk
α(zi)

− ln pjk

)
⇔ qj∗k + εij∗k − α(zi) ln pj∗k ≥ max

j∈Jk
(qjk + εijk − α(zi) ln pjk) .

In order to derive the optimal decision rule, first note that if εijk follows a type 1 extreme value
distribution, then

εijk + qjk − α(zi) ln pjk

follows the same distribution with location parameter vj := qjk−α(zi) ln pjk. Further, the maximum
over N T1EV distributed variables uj with location parameters vj is again T1EV distributed, since

Pr(max{uj} < x) =

N∏
j=1

Pr(uj < x)

=
N∏
j=1

e−e
−(x−vj)

= e−
∑N
j=1 e

−(x−vj)
= e−

∑N
j=1 e

−x+vj
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= e−e
−x∑N

j=1 e
vj

= e−e
−xe[ln(

∑N
j=1 e

vj )]

= e−e
−xev = e−e

−(x−v)
.

where v is the new location parameter with

v = ln

(∑N

j=1
evj
)
.

The final useful property when deriving the choice probabilities is that the difference between
two T1EV distributed random variables X ∼ T1EV (vj) and Y ∼ T1EV (v) follows a logistic
distribution with location parameter µ = vj − v. Using this property, we can then derive the
household’s choice probability as:

Pr(i 7→ j∗) = Pr

(
εij∗k + qj∗k − α(zi) ln pj∗k ≥ max

j 6=j∗
{εijk + qjk − α(zi) ln pjk}

)
= Pr

(
max
j 6=j∗
{εijk + qjk − α(zi) ln pjk} − (εij∗k + qj∗k − α(zi) ln pj∗k) ≤ 0

)
=

1

1 + exp[v − vj∗ ]

=
1

1 + exp
[
ln
(∑

j 6=j∗ e
qjk−α(zi) ln pjk

)
− (qj∗k − α(zi) ln pj∗k)

]
=

exp[qj∗k − α(zi) ln pj∗k]∑
j∈Jk exp[qjk − α(zi) ln pjk]

which is the familiar logit expression. Line 3 uses the cdf of the logistic distribution: F (x; µ̃, σ̃) =
1/(1 + exp(−(x− µ̃)/σ̃))

C.2 Firm Choices

C.2.1 Prices

Firm profits are given by

πjm = [pjm −mcjm(qjm)]
sjm
pjm

Em − f

= [pjm −mcjm(qjm)]
∑
i∈Im

Eim
Em

s
(i)
jm

Em
pjm
− f

= [pjm −mcjm(qjm)]
∑
i∈Im

Eim
Em

exp[qjm − α(zi) ln pjm]∑
j′∈Jk exp[qj′m − α(zi) ln pj′m]

Em
pjm
− f

=
pjm −mcjm(qjm)

pjm

∑
i∈Im

Eim
exp[qjm − α(zi) ln pjm]∑

j′∈Jk exp[qj′m − α(zi) ln pj′m]
− f.

where line 3 uses the closed-form solution for the probability that household i chooses variety j
which equals

s
(i)
jm =

exp[qjm − α(zi) ln pjm]∑
j′∈Jk exp[qj′m − α(zi) ln pj′m]

.
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The partial derivative of profits with respect to price pjm is then

∂πjm
∂pjm

=
mcjm(qjm)

p2jm

∑
i∈Im

Eim
exp[qjm−α(zi) ln pjm]∑

j′∈Jk
exp[qj′m−α(zi) ln pj′m]

+
pjm−mcjm(qjm)

pjm

∑
i∈Im

Eim
−α(zi)
pjm

exp[qjm−αi ln pjm]
∑
j′∈Jk

exp[qj′m−αi ln pj′m]+
αi
pjm

exp[qjm−αi ln pjm]2(∑
j′∈Jk

exp[qj′m−αi ln pj′m]
)2

=
mcjm(qjm)

p2jm

∑
i∈Im

Eims
(i)
jm

− pjm−mcjm(qjm)
pjm

∑
i∈Im

Eim
α(zi)
pjm

[
s
(i)
jm −

(
s
(i)
jm

)2]
.

The first-order condition with respect to the price then implies for the percentage markup:

∂πjm
∂pjm

= 0

⇔ mcjm(qjm)

p2jm

∑
i∈Im

Eims
(i)
jm =

pjm −mcjm(qjm)

pjm

∑
i∈Im

Eim
αi
pjm

[
s
(i)
jm −

(
s
(i)
jm

)2]
⇔ mcjm(qjm)

∑
i∈Im

Eims
(i)
jm = (pjm −mcjm(qjm))

∑
i∈Im

Eimαi

[
s
(i)
jm −

(
s
(i)
jm

)2]

⇔ pjm −mcjm(qjm)

mcjm(qjm)
=

∑
i∈Im

Eims
(i)
jm∑

i∈Im
Eimαi

[
s
(i)
jm −

(
s
(i)
jm

)2]

⇔ pjm −mcjm(qjm)

mcjm(qjm)
=

∑
i∈Im

Eims
(i)
jm∑

i∈Im
Eimαis

(i)
jm

(
1− s(i)jm

) .
C.2.2 Quality

The first-order condition with respect to quality is

∂πjm
∂qjm

= − 1
pjm

∂mcjm(qjm)
∂qjm

∑
i∈Im

Eim
exp[qjm−αi ln pjm]∑

j′∈Jk
exp[qj′m−αi ln pj′m]

+
pjm−mcjm(qjm)

pjm

∑
i∈Im

Eim
exp[qjm−αi ln pjm]

∑
j′∈Jk

exp[qj′m−αi ln pj′m]−(exp[qjm−αi ln pjm])2(∑
j′∈Jk

exp[qj′m−αi ln pj′m]
)2

= − 1
pjm

∂mcjm(qjm)
∂qjm

∑
i∈Im

Eims
(i)
jm

+
pjm−mcjm(qjm)

pjm

∑
i∈Im

Eim

[
s
(i)
jm −

(
s
(i)
jm

)2]
= 0

and so

∂mcjm(qjm)

∂qjm

∑
i∈Im

Eims
(i)
jm = (pjm −mcjm(qjm))

∑
i∈Im

Eim

[
s
(i)
jm −

(
s
(i)
jm

)2]
⇔ ∂mcjm(qjm)

∂qjm

∑
i∈Im

Eim
Em

s
(i)
jm = (pjm −mcjm(qjm))

∑
i∈Im

Eim
Em

[
s
(i)
jm −

(
s
(i)
jm

)2]
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⇔ ∂mcjm(qjm)

∂qjm
sjm = (pjm −mcjm(qjm))

∑
i∈Im

Eim
Em

[
s
(i)
jm −

(
s
(i)
jm

)2]
.

Intuitively, the left-hand side describes the additional cost of increasing quality and the right-hand
side the additional profit through a greater number of units sold.

C.2.3 Solution

In summary, the firm’s first-order conditions are

pjm −mcjm(qjm)

mcjm(qjm)
=

∑
i∈Im

Eims
(i)
jm∑

i∈Im
Eim(αi)s

(i)
jm

(
1− s(i)jm

)
∂mcjm(qjm)

∂qjm
sjm = (pjm −mcjm(qjm))

∑
i∈Im

Eim
Em

[
s
(i)
jm −

(
s
(i)
jm

)2]
where

s
(i)
jm =

exp[qjm − α(zi) ln pjm]∑
j′∈Jk exp[qj′m − α(zi) ln pj′m]

.

Now suppose each firm from country c that sells to country m makes the same choices in terms of
pjm and qjm, i.e.

pjm = pcm, ∀j ∈ c
qjm = qcm, ∀j ∈ c

In that case, the expenditure share of country c in market m for consumer group i becomes

s(i)cm =
∑
j∈c

s
(i)
jm =

∑
j∈c

exp[qjm − α(zi) ln pjm]∑
j′∈Jk exp[qj′m − α(zi) ln pj′m]

.

=
Ncm exp[qcm − α(zi) ln pcm]∑
c′∈Jk exp[qc′m − α(zi) ln pc′m]

and so the share of an individual firm from c becomes

s
(i)
c∗m =

s
(i)
cm

Ncm
=

exp[qcm − α(zi) ln pcm]∑
c′∈Jk exp[qc′m − α(zi) ln pc′m]

.

The first-order conditions can hence be written as

pcm −mccm(qcm)

mccm(qcm)
=

∑
i∈Im

Eims
(i)
cm/Ncm∑

i∈Im
Eim(αi)s

(i)
cm/Ncm

(
1− s(i)cm/Ncm

) (37)

∂mccm(qcm)

∂qcm
scm = (pcm −mccm(qcm))

∑
i∈Im

Eim
Em

[
s(i)cm/Ncm −

(
s(i)cm/Ncm

)2]
. (38)

Now suppose that j̃ = 1, ..., Ncm−1 firms choose pcm and qcm but firm j = Ncm potentially deviates.
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Also in this case, the expenditure share of each individual firm that chooses pcm and qcm is

s
(i)

j̃m
=

1

Ncm − 1

(Ncm − 1) exp[qcm − α(zi) ln pcm]∑
c′∈Jk exp[qc′m − α(zi) ln pc′m]

=
exp[qcm − α(zi) ln pcm]∑

c′∈Jk exp[qc′m − α(zi) ln pc′m]
.

and so the first-order conditions are the same as those above (37) and (38). The first-order condition
of firm j,

pjm −mcjm(qjm)

mcjm(qjm)
=

∑
i∈Im

Eims
(i)
jm∑

i∈Im
Eim(αi)s

(i)
jm

(
1− s(i)jm

)
∂mcjm(qjm)

∂qjm
sjm = (pjm −mcjm(qjm))

∑
i∈Im

Eim
Em

[
s
(i)
jm −

(
s
(i)
jm

)2]
.

with

s
(i)
jm =

exp[qjm − α(zi) ln pjm]∑
j′∈Jk exp[qj′m − α(zi) ln pj′m]

.

will then also be satisfied at pcm and qcm.

C.3 Price Index

This section derives price indexes for each consumer i with income yi, living in country m. First,
the indirect utility of a consumer i can be written as

V (i) = U
(i)
M (x, z) + u(z∗)

=
∑
k

ωk lnx∗ke
qk+εik

α̃0+α̃1 ln z∗ + u(z∗)

where U
(i)
M (x, z) and u(z∗) denote utility from manufacturing and services, respectively. x∗k and

z∗ are the optimal choices of a household. Replacing x∗k by (7) and using the normalization for
pz delivers an expression for the indirect utility as function of income yi, service consumption z∗,
prices pjk, and characteristics, qk and εik:

V (i) =
∑
k

ωk lnωk
yi − z∗

pk
e

qk+εik
α̃0+α̃1 ln z∗ + u(z∗).

I focus on the utility derived from manufacturing goods, U
(i)
M : To construct the price index, set

U
(i)
M = 1 and solve for the corresponding necessary expenditure on manufacturing goods yi − z∗:

1 =
∑
k

ωk ln

(
ωk
yi − z∗

pk
e

qk+εik
α̃0+α̃1 ln z∗

)
⇔ 1 =

∑
k

ωk ln
ωk
pk

+
∑
k

ωk ln(yi − z∗) +
∑
k

ωk
qk + εik

α̃0 + α̃1 ln z∗

⇔ ln(yi − z∗) = 1−
∑
k

ωk ln
ωk
pk
−
∑
k

ωk
qk + εik

α̃0 + α̃1 ln z∗
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⇔ Pm(z∗) = exp

(∑
k

ωk

[
1− ln

ωk
pk
− qk + εik
α̃0 + α̃1 ln z∗

])

⇔ Pm(yi) = exp

(∑
k

ωk

[
1− ln

ωk
pk
− qk + εik
α0 + α1 ln yi

])

where the last step follows from the functional form assumptions described in section 4.2.1. Since
α0 + α1 ln yi will be positive (since the price coefficient will be negative), it can be easily shown
that

∂Pm
∂pk

> 0,
∂Pm
∂qk

< 0,
∂Pm
∂εk

< 0.

The optimal price index is hence increasing in the price of the optimal variety and decreasing
in their respective characteristics. Notice that the price index captures both changes along the
intensive as well as the extensive margin: As new varieties become available, the chosen variety k∗

may change and with it the respective pk∗ , qk∗ , and εk∗ .

C.4 Hidden Varieties

This part shows that equation (ES) can also be derived through an approximation. Specifically, the
expenditure share in market m of exporters from origin c can be approximated through first-order
Taylor expansions as

scm =
∑
i∈Im

Eim
Em

∑
j∈Jc exp(qjm − αi ln pjm)∑
j′ exp(qj′m − αi ln pj′m)

≈
∑
i∈Im

Eim
Em

exp(qcm − αi ln pcm)
∑

j∈Jc

[
1 + (qjm − qcm)− αi

pjm
(pjm − pcm)

]
∑

c′ exp(qc′m − αi ln pc′m)
∑

j′∈Jc′

[
1 + (qj′m − qc′m)− αi

pj′m
(pj′m − pc′m)

]
=

∑
i∈Im

Eim
Em

Ncm exp(qcm − αi ln pcm)∑
c′ Nc′m exp(qc′m − αi ln pc′m)

=
∑
i∈Im

Eim
Em

exp(qcm +Ncm − αi ln pcm)∑
c′ exp(qc′m +Nc′m − αi ln pc′m)

.

A valid instrument for the average price pcm is hence sufficient to identify αi up to a first-order
approximation.

C.5 Own-Price Elasticities

The elasticity of firm j′s sold quantity in market m, xjm, with respect to its own price is

∂xjm
∂pjm

pjm
xjm

=
∂(sjmEm/pjm)

∂pjm

pjm
sjmEm/pjm

=
∂

∂pjm

(∑
i∈Im

Eim
Em

exp(qjm − αi ln pjm)∑
j′ exp(qj′m − αi ln pj′m)

Em
pjm

)
p2jm

sjmEm

=
∂

∂pjm

(∑
i∈Im

Eim
Em

exp(qjm − (αi + 1) ln pjm)∑
j′ exp(qj′m − αi ln pj′m)

)
p2jm
sjm
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= −
∑
i∈Im
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)2 p2jm
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(i)
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sjm
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D Data and Reduced Form Evidence

D.1 Production Data

Domestic production data is taken from Eurostat, the statistical agency of the European Union, for
27 countries. Since 1995, Eurostat collects harmonized information on sold as well as physical pro-
duction of its member states at a high level of disaggregation, the so-called prodcom-classification.
There are close to 4,000 prodcom product categories, classified by 8-digit identifiers.

A major reason why the EU collects this information was to allow trade and production data
being linked after the creation of a single market in 1992. For that reason, there is considerable
overlap between 8-digit Prodcom and 8-digit Combined Nomenclature categories, which allows
a match between the available trade and production data.1 I use data on sold instead of total
production since the latter consists of production used for sale as well as for inputs within the
company and because sold production is reported both in terms of values (in Euros) as well as
volume (weight, units, etc.). The availability of both allows me to construct unit values as proxies
for prices, just as with trade data.

The availability of production data on such a disaggregated level comes at the cost of some data
being marked as confidential by Eurostat. This is for example the case if there are only a few firms
producing within an industry and a firm’s production could in principle be inferred from the more
aggregate data.2 I impute data that is marked as confidential or missing using other information on
a country’s imports, exports, and production in the same industry, or closely related industries. An

1Eurostat states for example that ”Prodcom codes normally relate to one or more Combined Nomenclature
headings, thus enabling external trade data to be related to production data” (See Eurostat - Statistics on the
production of manufactured goods (prom); Reference Metadata in Euro SDMX Metadata Structure (ESMS)).

2See Williams (2008) for a more detailed description of data collection and reporting.
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alternative would obviously be to delete those observations and compute price indexes only based
on product categories without confidential or missing data. I chose to impute this data instead
mainly to make the final results as representative as possible, given the available data.

Table D1: Regression Results - Production Value

Dependent Variable: Production Value (logs)

(1) (2) (3)

Export Value (logs) 0.378∗∗∗ (6.05) 0.558∗∗∗ (17.27)
Import Value (logs) 0.067∗∗ (2.98) 0.112∗∗∗ (5.43)
Production Quantity (logs) 0.338∗∗∗ (4.95)

Country FEs Yes Yes Yes
3-Digit Industry FEs Yes Yes Yes
Observations 32,562 40,025 47,224
R2 0.816 0.725 0.552

Standard errors are clustered by 3-digit industry. t statistics in parentheses. ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001

Specifically, to predict missing information on country c′s production values in 8-digit industry
k, I run versions of the regression

ln(Prod. Valuec,k) = α0 · ln(Export Valuec,k) + α1 · ln(Import Valuec,k) + α2 · ln(Prod. Quantityc,k)

+ βc · I{Country = c}+ γkI{Product k ∈ K}, (39)

on the non-confidential data and use the estimated coefficients to predict the non-reported values.
I use production quantities on the right-hand side since they are correlated with production values
by definition. Similarly, I expect export values to be positively correlated with production. K
denotes the 3-digit industry which k belongs to and the inclusion of 3-digit industry fixed effects
captures the idea that a country which is productive in producing e.g. compact cars will plausibly
also have the set of skills and capital to produce middle-sized cars or other closely related vehicles.
Therefore, one would expect a country’s production in relatively similar industries to be positively
correlated.

I replace confidential and missing values in 3 steps. First, I run regression (39) and replace
missing observations with the predicted ones from this regression. In cases in which also information
on production quantity is not available, I use regression (39) with α2 set to 0 instead. Finally, in
cases in which data on quantities as well as trade values is missing, I predict production values
based on country and industry fixed effects alone.

Table D1 summarizes the results of the 3 regressions described above. As expected, export values
as well as production quantities show a strong positive correlation with production values. Import
values are also positively correlated but have comparably less explanatory power for production
values. The R2 of each regression is quite high with values of 0.82 and 0.73, when production values
are explained by quantities and trade flows, and 0.55 if only fixed effects are included.
In order to infer missing quantity data, I analogously use the regression

ln(Prod. Quantityc,k) = α0 · ln(Export Valuec,k) + α1 · ln(Import Valuec,k)

+ α2 · ln(Prod. Valuec,k) + βc · I{Country = c}+ γkI{Product k ∈ K},
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Table D2: Regression Results - Production Quantity

Dependent Variable: Production Quantity (logs)

(1) (2) (3)

Export Quantity (logs) 0.329∗∗∗ (6.80) 0.586∗∗∗ (21.39)
Import Quantity (logs) 0.218∗∗∗ (4.69) 0.192∗∗∗ (8.78)
Production Value (logs) 0.667∗∗∗ (11.70)

Country FEs Yes Yes Yes
3-Digit Industry FEs Yes Yes Yes
Observations 25,288 25,742 37,989
R2 0.893 0.828 0.654

Standard errors are clustered by 3-digit industry. t statistics in parentheses. ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001

to infer confidential values. As summarized in Table D2, the results are largely consistent with
those for production values: Production quantities are positively correlated with values and traded
quantities. The R2 is slightly higher in each of these regressions relative to their counterpart in
Table D1. Figure D1 also summarizes the fit of the above regressions graphically.

Figure D1: Actual vs fitted values: The top 3 figures plot fitted against
actual production values (in logs) for the 3 regressions discussed above. The
bottom 3 figures plot fitted against actual production quantities.
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D.2 Matching Trade and Production Data

I match trade and production data using the concordance developed by van Beveren, Bernard,
and Vandenbussche (2012). Such a concordance is necessary for 2 reasons: First, trade flows are
reported using the so-called Combined Nomenclature (cn) classification while production data is
classified using prodcom codes (pc). Second, these classifications are frequently revised over time,
for example because of the introduction of new goods or some products becoming less importing
over time or obsolete. The concordance constructs product categories that are consistent over time
by matching categories that have been renamed or aggregating several categories into a single one
that is robust to changes over time.

Since the prodcom dataset covers only the manufacturing sector, there are naturally some cn8
codes that do not match into pc8 codes, especially in the agricultural sector. I delete those products
from the dataset. Additionally, some cn8 categories match into 2 or 3 pc8 categories (In 2003, for
example, 490 out 9,532 cn8-categories matched into 2 pc8 categories and 5 into 3). In those cases,
I distribute the respective trade flows equally onto the corresponding prodcom categories.

For the construction of unit values, it is also important to keep track of the units in which
both trade and production data are reported. Eurostat reports the data on imported and exported
quantities in tons as well as a supplementary unit (e.g. the number of items or liters) which varies
by product. Production data on the other hand, while in most cases also being reported in weight,
is frequently reported in other units only. This can create inconsistencies when constructing unit
values if trade and production data are reported in different units.

In many cases, I am able to resolve these inconsistencies in a straightforward way, e.g. if trade
data is reported in number of items and the production data in dozens. I delete observations in
which this is not possible. A similar problem arises when multiple cn8 categories match into a pc8
category but have different units and I also delete those observations.

In some cases, a country either does not import a product at all or does not produce it. While
the first case is unproblematic for the counterfactual of shutting down trade (the price index will be
unaffected), the second one is more complicated since it is not obvious if and with which production
technology the home country could produce the respective product in autarky. To get around this
issue, I slightly aggregate the data up so that each country produces each product.

One way to assess the quality of the match is to check if the crosswalked trade data matches the
one that was reported by companies in the prodcom files. In the prodcom surveys, in addition
to the production data, companies report their total amount of imports and exports by prodcom
category. While this does not provide information about the actual trade partner, it allows me to
test if these trade flows by pc8 match those that I obtained after using the crosswalk from cn8 to
pc8 using trade data.

All in all, it appears that the match is reasonable. Figure D2 shows that actual and predicted
imports are close to the 45-degree line. Table D3 confirms this in a regression of the reported
import values on the inferred ones (in logs). The slope is 0.91 and the R2 of the regression is 0.986.
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Figure D2: Reported versus inferred import values: The graph plots
reported import values in the prodcom surveys against the ones inferred
from the crosswalked trade data.

Table D3: Regression - Reported versus inferred imports by PC8

Dependent Variable: Reported imports (in logs)

(1)

Inferred imports (in logs) 0.910∗∗∗ ( 43.01)

Observations 53,802
R2 0.986

Regression includes importer fixed effects and standard errors are clustered by importer. t
statistics in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Finally, I match the resulting trade and production data by pc8 codes into pc8plus codes that
are consistent over time for the years 2003-2007. In almost 90% of cases a pc8 category did not
change over time and no adjustment needed to take place. In the remaining cases, several pc8
categories were aggregated into a pc8plus category: In 6% of cases, 2-3 pc8 were aggregated into a
pc8plus category. Only one pc8plus category consisted of more than 10 pc8 categories.

D.3 Outliers and Missing Observations

International trade data is known for being subject to measurement error and the dataset used for
this paper is no exception. In order to limit the influence of outliers, I remove unit values that are
30 times bigger or smaller than the median price in a product category. I also remove observations

71



for which a positive quantity is reported but a zero value and vice versa. In some cases, the export
share is unrealistically large and I delete cases in which it is greater than 1. I also delete cases in
which exports are greater than 0 but imports and production are 0.

For some countries, information on demographics is not available for all years. Population data
is frequently not available for sparsely inhabited islands and non-specified territories for example
and I deleted the respective observations. Similarly, data on GDP per capita could not be obtained
for about 30 countries.3 All in all, these countries account for only just about 0.05% of exports to
the EU and it seems unlikely that they affect the results significantly.

In some cases, the Hausman-type instruments cannot be constructed because a country sells
only in a single market. Since this concerns only a small volume of total EU imports (0.02%),
I excluded these observations when estimating the model with these instruments. I did however
keep them when using the alternative instruments. Since the results did not depend significantly
on the instrument used, and given the small amount of trade affected, it appears unlikely that this
deletion is driving the results in a major way.

D.4 Income Distributions

As stated in the main text, in order to approximate the income distribution in each country, I
use information on disposable household income by decile, quartile and the five highest and lowest
percentiles for each country and year. I fit these numbers using a log - normal distribution with
country-time specific location and scale parameters and minimize the distance between actual and
simulated quantiles, i.e.

min
µc,t,σc,t

(∑
q

|Q(Y
(q)
c,t )− Q̂(Y

(q)
c,t (µc,t, σc,t))|

)

where Q is the quantile function and q denotes the respective quantile. Figure D3 plots the inferred
log-normal distributions along with the quantiles given in the data for a selection of countries in
2006. All in all, the log-normal-assumption appears to result in a good fit, with the simulated
quantiles matching the actual ones closely.
Table D4 shows the estimated parameters for each country in 2012. These estimates are largely
consistent with two priors one might have regarding them. First, the richer countries in Northern
and Western Europe tend to have higher values of µ, implying bigger average incomes. Second,
the Scandinavian countries, which are known for being quite equal economies, exhibit among the
lowest values for σ.

D.5 Instruments

D.5.1 Feenstra and Romalis (2014) - Instruments

As described in the main text, this instrument makes use of the observation that exporters report
free-on-board (FOB) trade values while those reported by the importing country include cost,
insurance, and freight (CIF) incurred by the seller. The difference between the corresponding FOB
and CIF unit values hence provides a measure of shipping costs and can be used as an instrument

3These countries are Ceuta, Iraq, Melilla, North Korea, Gibraltar, Nauru, Holy See (Vatican), New Caledonia,
Saint Helena, Wallis and Futuna, Somalia, Pitcairn, Mayotte, Northern Marinara Islands, Saint Pierre and Miquelon,
French Polynesia, Anguilla, American Samoa, Turks and Caicos Islands, Guam, U.S. Virgin Islands, Cocos/ Keel-
ing Islands, Cayman Islands, Christmas Islands, British Virgin Islands, Norfolk Island, Montserrat, Cook Islands,
Netherlands Antilles, Niue, Falkland Islands, Tokelau.
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Figure D3: Fitted versus actual income distribution (2006)

for prices charged. In order to construct these instruments, I need to rely on an additional data
source for trade flows since the trade flows in the Eurostat data are only reported by the importing
country or if the exporting country is an EU member as well. This would not allow me to construct
instruments for prices of non-EU exporters and hence for a sizable part of the sample.

Instead, I use data on imports and exports by 6-digit Harmonized System Code (HS6) from the
UN Comtrade database. Trade data by HS6 and cn8 an easily be matched to each other since the
first 6 digits of the cn classification coincide with those of the Harmonized System.

To construct the instrument, I compute the unit values of each transaction in which an EU
country imports a product. Each transaction is reported twice in the Comtrade database: Once
as import by the respective EU country and once as export by the trading partner. I define the
instrument as the percentage difference between the unit value reported by the importer (uvcif)
and that by the exporter (uvfob):

Z(1)
cmkt = ln(uvcifcmkt)− ln(uvfobcmkt)

where uvcmkt denotes the unit values of exports from country c to m of product k at time t.
Some trade flows are only reported by one trading partner, in which case this instrument cannot

be constructed on the HS6 level. The same problem arises in cases in which a trade flow is reported
in the Eurostat data but not the Comtrade data. In those cases, I first use unit values on a higher
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Table D4: Income Distributions: Parameter Estimates 2012

µ σ µ σ

Luxembourg 10.382 0.4941 Slovenia 9.3564 0.4277
Denmark 10.081 0.5240 Malta 9.3155 0.4876
Sweden 10.038 0.4614 Portugal 8.9922 0.6724
Finland 9.9988 0.4790 Greece 8.9895 0.6625
Austria 9.9390 0.5273 Czech Republic 8.9524 0.4912
Netherlands 9.9181 0.4763 Slovakia 8.8086 0.4573
France 9.8768 0.6323 Estonia 8.6808 0.5883
Belgium 9.8573 0.4812 Poland 8.4881 0.5949
Germany 9.8495 0.5092 Hungary 8.4302 0.5241
Ireland 9.8270 0.5580 Latvia 8.3695 0.6697
United Kingdom 9.8266 0.5795 Lithuania 8.3618 0.5773
Cyprus 9.7163 0.5749 Bulgaria 7.8616 0.6332
Italy 9.5944 0.5989 Romania 7.6037 0.5594
Spain 9.4695 0.6091

The graph shows estimates of the parameters of the log-normal distribution which approximates the income
distribution in each country in 2012.

level of aggregation (e.g. the 5-digit instead of the 6-digit level) which allows me to resolve about
85% of cases of observations with missing instruments. The remaining cases are those in which
a country generally does not report export data (typically smaller countries or dictatorships). In
these situations I use the unit values of geographically close countries instead which are plausibly
correlated because of similar and similarly long shipping routes, as well as cultural similarities.

To demonstrate that there is a correlation between the instrument and unit values, Table D5
shows the results of regressions of unit values on the instrument and various fixed effects. As
expected, there is a positive and significant correlation between cost, freight and insurance (CIF)
charges and unit values, consistent with shipping costs shifting up the eventual prices charged by
firms. Depending on the specification, a one percentage point increase in shipping costs results in
0.14 to 0.17 percent higher unit values.

Table D5: Alternative Instrument 1: First Stage

Dependent Variable: Price (logs)

(1) (2) (3)

CIF Charges (in %) 0.167∗∗ 0.144∗∗∗ 0.144∗∗∗

(3.25) (8.00) (10.84)

Time FEs Yes Yes Yes
Product FEs No Yes Yes
Exporter FEs No No Yes
Importer FEs No No Yes

Observations 12,493,156 12,493,156 12,493,156

Standard Errors are clustered by period and exporter. t statistics in paren-
theses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

74



D.5.2 Alternative Instrument based on U.S. shipping costs

As a second alternative I use U.S. data to construct a measure of shipping cost between the trade
partners in the EU data. While Eurostat does not publish a measure of shipping cost, the U.S.
Census Bureau provides data on cost, insurance and freight (cif) charges at the HS10 level of
disaggregation for each export to the United States.4 I use this information to proxy for the cost
that countries incur when exporting to the EU, which I then use as an instrument for the prices
they charge.

More specifically, I first compute the average charges by unit and kilometer (km) incurred by
countries when selling a product k to the United States during period t. For that purpose, I add up
all charges paid by exporters of k to the U.S. and divide this sum by the total quantities shipped
and the total distances covered:

̂Cost per unit & kmkt =

∑
c Chargesckt∑

c Quantityckt ·Distancec
.

The idea is that this measure captures the common component in the shipping cost per unit
and km which all sellers face when selling abroad. The actual instrument is then constructed by
multiplying the estimate of this cif costs by the distance between the respective trade partners c
(the exporter) and m (the importer) in the Eurostat data, i.e.

Z(2)
cmkt = ̂Cost per unit & kmkt ·Distancec,m.

Since the U.S. data is reported on the 10-digit HS level, I construct the ̂Cost per unit & kmkt

measure on the 6-digit HS level and make again use of the fact that the first 6 digits of the
Harmonized System and the Combined Nomenclature Classifications coincide. If no quantity data
is available, I again use the values on a higher level of aggregation (e.g. the 5-digit instead of the
6-digit level).

When matching the average unit shipping cost to the Eurostat data, some observations cannot
directly be matched. This is for example the case when the EU imported a product while the U.S.
did not. Also in those cases, I rely on values for a higher aggregation level until all observations are
matched to a unit cost. Finally, when matching trade to production data, I use the simple average
over the unit shipping costs of all cn8 that belong to a pc8plus category.

I also compute an alternative statistic based on trade values instead of quantities, which has
the advantage of not suffering from missing values:

̂Cost per $ & kmkt =

∑
c Chargesckt∑

c Trade Valueckt ·Distancec
.

This measure captures the average cost of shipping a quantity of product k worth 1 US dollar over
1 km from country c to the United States. I found however little difference in the results when

using an instrument based on this cost per value relative to the one based on quantities, Z(2)
cmkt.

Table D6 demonstrates the correlation of the instrument with unit values of EU imports. After
controlling for GDP per capita or the inclusion of exporter fixed effects, there is a robust positive
relationship between shipping costs and prices: A one percent increase in shipping costs imply a
.045 to .075 increase in the price.

4This data, used and described in more detail in Schott (2008), is generously provided on Peter Schott’s website.
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Table D6: Alternative Instrument 2: First Stage

Dependent Variable: Price (logs)

(1) (2) (3) (4)

Charges (logs) -0.00747 0.0454∗ 0.0585∗∗∗ 0.0746∗∗∗

(-0.18) (2.09) (7.33) (6.94)

GDP per capitaExporter 0.0155∗∗∗

(7.21)

Product FEs Yes Yes No No
Product-Exporter FEs No No Yes No
Product-Exporter-Time FEs No No No Yes

Observations 13,212,843 13,212,843 13,212,285 12,648,046

Standard Errors are clustered by product and exporter. t statistics in parentheses. ∗ p < 0.05, ∗∗

p < 0.01, ∗∗∗ p < 0.001. GDP per capita is measured in 1,000 Euros.
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D.5.3 Price Coefficients: OLS versus 2SLS

Figure D4: Price Coefficients - OLS versus 2SLS: Panels a) and b) plot the
distribution of differences between the price coefficient estimates using OLS versus
2SLS. Panels c) and d) picture the distributions of the price coefficients in the
OLS (blue) and the 2SLS case (gray). Outliers are excluded from the graphs, i.e.
differences that are above 10 in absolute value in panels a) and b) and coefficients
above 10 in absolute value in panels c) and d).
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D.5.4 Cobb-Douglas Utility Weights

Table D7: Cobb-Douglas Utility Weights

Baseline weights - Summary Statistics:
N Mean St. Dev. Min Max

ωk 3,103 0.0003 0.001 2.179e-09 0.032

Country-specific weights - Correlations:
Germany France UK Italy

Germany 1.0000 0.7050 0.8386 0.5870
France 0.7050 1.0000 0.6400 0.6834
UK 0.8386 0.6400 1.0000 0.5796
Italy 0.5870 0.6834 0.5796 1.0000

Year-specific weights - Correlations:
2003 2004 2005

2003 1.0000 0.9866 0.9673
2004 0.9866 1.0000 0.9854
2005 0.9673 0.9854 1.0000
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Figure D5: Country-specific Cobb-Douglas Utility Weights: The plot shows
the inferred utility weights ω when the weights are allowed to differ by country.
Each panel plots the country-specific values (in logs) against each other for a given
country pair for the year 2005.
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Figure D6: Time-specific Cobb-Douglas Utility Weights: The plot shows
the inferred utility weights ω when the weights are allowed to differ by year. Each
panel plots the year-specific values (in logs) against each other for each given pair
of years.
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