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Abstract

Wine prices rose rapidly between 2001 and 2011 but have now stagnated. The growth phase could be explained by the increased demand from emerging markets while the subsequent stagnation may result from the crowding effect caused by the entry of numerous new varieties onto the wine market. The generalized model of ideal variety proposed by Hummels and Lugovskyy (2009) combines these two elements and focusing on French exporters, we find partial support for this explanation at the world level. A 1% increase in GDP per-capita (income effect) generated an increase in price of 1.13% between 2001 and 2011. In contrast a 1% increase in market size (competition effect) reduced prices by 1.10% over the same period. This paper goes further into the analysis of these effects by considering wine exports according to the mode of transport used and indirectly evaluates economies of scale when wine is exported by land, sea or air (via a gravity equation). Economies of scale are observed for transport by plane and ship but not for road. A 10% increase in the value of wine exported by road (plane) leads to a rise (reduction) in transport costs of 0.5% (19%).

1 Introduction

What is the impact of per capita GDP growth on prices? On one hand, richer agents are more willing to pay high prices, but on the other hand richer markets attract more companies and this new competition can reduce prices. What is the net impact? Do firms generally set higher prices on richer markets?
These questions are both significant and controversial in terms of international economics. In standard models of monopolistic competition with homothetic preferences (e.g. Krugman, 1980), the law of one price is verified; markups, prices and the elasticity of demand are invariant to competition and income. The price of one type of goods differs between countries because of trade costs or preferences. In models with strategic interactions along a finite product space (e.g. Lancaster, 1979), more firms entering the market causes a “crowding effect”, varieties become more substitutable and the price elasticity of demand, although invariant to income, increases with market size (i.e. competition). The empirical interpretation of this result is that, once we control for competition, the elasticities of the demand would be identical in rich and poor countries. The same result is obtained in models with heterogeneous firms and quasi-linear preferences (e.g. Melitz and Ottaviano, 2008). In contrast, by extending the Lancasterian approach, Hummels and Lugovskyy (2009) propose a model where per capita GDP growth attracts more sellers, leads to more competition and forces firms to set lower prices. This result has been challenged by Simonovska (2015), both by proposing a new model\(^1\) and also by controlling for transport costs in her empirical analysis. The fact of disregarding logistics companies, that apply lower transport costs to both richer and larger markets (according to economies of scale, competition) can bias the result. By working with 245 identical products sold exclusively on the Internet and by taking into account shipping prices, Simonovska (2015) finds that firms set higher prices for identical goods in richer destinations but are not influenced by the market size.

Our paper pursues these studies with two goals, the first is to use insight from this existing literature to analyse the wine market, the second is to use the wine market to test competing models of international economics. We use a unique dataset for 2001–2011 that reports bilateral export prices for French producers selling to all importers worldwide. The panel data structure makes it possible to identify price levels that are specific to an importer-product (taste, culture, etc) and price changes that are specific to an exporter-product (quality, etc)\(^2\), relating changes in prices over-time for

---

1 Simonovska (2015) proposes a model with non-homothetic preferences from a hierarchic-choice of consumption (Jackson, 1984). In this model where the marginal utility is bounded (consumers may have zero demand for some varieties, see also Sauré, 2012), the relative price of a variety is higher in relatively richer markets which contradicts Hummels and Lugovskyy’s (2009) results.

2 The current paper is not interested in vertical differentiation i.e. we wish to control for the high price of wine on richer market due to the fact that rich importers demand goods of high quality. See Verhoogen (2008) and Fajgelbaum et al. (2011) for models of international trade focusing on product quality and more particularly Crozet, Head and Mayer (2012) on Champagne wine. See also Di Comite, Thisse and Vandenbussche (2014) for a model of vertical and horizontal differentiation applied to the
an importer/exporter-product to changes in importer characteristics. While the Lancasterian approach has been applied in many hedonist studies on wine characteristics\textsuperscript{3}, its extension by Hummels and Lugovskyy (2009) to analyse international wine trade has, to our knowledge, never been carried out. In comparison to the wine economics literature that distinguishes the relevance of various characteristics mainly in terms of supply\textsuperscript{4}, here we focus on determinants of demand. We confirm Hummels' and Lugovskyy's (2009) conclusion\textsuperscript{5} by finding that the price elasticity of demand is influenced by GDP per capita as well as importer GDP, contrasting with standard results based on monopolistic competition with homothetic preferences.\textsuperscript{6} The market size, approximated by importer GDP, has a negative effect on the price differential as well as on export share, revealing a competition effect on external markets for French producers.

While our data does not enable us to control for shipping costs as in Simonovska (2015), we do know the means of transport; trade flows can therefore be separated and analyzed in detail in order to reconcile standard models with the data. We show that a standard gravity equation performs poorly for the wine sector. However, we find that a more precise specification of trade costs helps to improve this performance. Imitating pro-competitive effects, it is possible that shipping prices react to change in market size. This change is due to economies (or dis-economies) of scale in transportation. With endogenous trade costs, an increase in income per-capita has a stronger impact on the trade of high quality wines exchanged under modes of transport with high economies of scale. We quantify to which degree wines exported by water and land benefit from a smaller income effect than wine exported by air. To our knowledge, such an analysis

\textsuperscript{3}For instance to quote just a few contributions (see Cardebat, Figuet and Paroissien (2014) for a review), Nerlove (1995) discusses the standard hedonic price equation to study preferences of Swedish wine consumers, Combris, Leccoq and Visser (1997) apply this method to Bordeaux wines to analyze the impact of sensory characteristics (provided by a jury under blind tasting conditions) on prices, and Roma, Di Martino and Perrone (2013) use this method to explain the price of Sicilian wines.

\textsuperscript{4}Ashenfelter (2008) updates its "Bordeaux wines equation" where prices are explained by weather conditions, wine age and expert judgments. See Storchmann (2011) for a survey on Ashenfelter's works and on recent developments in wine economics. Furthermore, by using data on endowments (e.g. soil qualities, weather conditions) as well as data on technology (such as manual operations e.g. picking and selecting grapes, the process of bottling wines, etc), Gergaud and Ginsburgh (2008) succeed in discriminating between determinants of quality (by using instrumental variables) in favor of technology.

\textsuperscript{5}Hummels and Lugovskyy (2009, Table 2, p.16) test their predictions for thirty-eight 2-digit industries, including HS-code 22, "beverages, spirits and vinegar", which include wine.

\textsuperscript{6}The most recent work in wine economics with CES preferences and monopolistic competition between heterogeneous firms is Crozet, Head and Mayer (2012). By working on Champagne wine, they justify the CES assumption by emphasizing that (in contrast to other wines studied here), producers blend several years of grapes to reproduce a constant quality over time.
of export linked to transport has never before been studied in wine economics.

Our paper is in four parts. Firstly we give a brief introduction and presentation of our database. Secondly, by applying the Hummels and Lugovsky (2009) methodology, we show the empirical results for the wine sector. Thirdly, we analyse alternative models and show our investigations into the role of (dis)economies of scale in wine transport. Finally we draw our conclusions.

2 Data and preliminary results

In this section, we briefly present our data set and our first results based on the Generalized Model of Ideal Variety (GMIV) proposed by Hummels and Lugovsky (2009).

2.1 Data description

Our data set on wine exports comes from the Single Administration Declarations (SAD) concerning the period 2001-2011, collected by the French customs and assembled by INSEE. The monthly database reports wine exports, mode of transport, exporters on each market at the 8-digit Harmonized System. Such a large database of French wine has never been used up to now.

This database contains the SIREN number that allows each exporter to be identified (address and economic features of each unit). We match this database with the SIREN register and we only retain firms found under the label "culture" that includes wine producers. The value and volume of each product are reported monthly, we compute the sum annually, by product, exporter and destination market. This database also contains information concerning the mode of transport. More precisely we know at the individual level and for each destination market if the wine has been exported by plane, boat, road, rail, river, postal services or by private mode.

Road was the dominant mode of transport prior to 2009, but while this mode of transport remains stable, transport by boat has more than doubled during the period, both in value and in volume, now representing the main mode of transport. This rise can certainly be explained in part by decreasing shipping costs but it can also reflect changes in the destination market.

7Many articles work on particular wines, e.g. Crozet et al. 2012 on Champagne (and red Burgundy as a robustness check), and do not take into account mode of transportation.
8Rivers, postal and private modes are marginal.
Export by plane has sharply increased, particularly in terms of value. For instance the value of red Bordeaux wines exported by plane has soared and is 10 times higher than in 2001. In contrast the volume of Bordeaux exported by plane has remained constant, revealing a striking increase of the unit value of this wine that cannot simply be explained by an increase in quality. Moreover this increase in the value of wine masks contrasting price-setting in destination markets. Figure (1) plots the value of red Bordeaux exported by air with respect to GDP per capita of destination countries. For each year, a positive correlation can be observed. The cross-country variation in price seems directly related to GDP per capita. However if we now compare price-changes over a particular time-period for a particular importer with changes in the countries’ GDP per capita, very different results can be observed. The price of wine sold in China strongly increased between 2001 and 2011, while in Brazil, a country also with a strong growth in terms of GDP per capita, the value of Bordeaux wine exported stagnated. In Argentina, a country that developed over that period to become the fifth world wine producer, the nominal exportation of Bordeaux even declined.

Figure 1: Bordeaux wine (exported by air) and GDP per capita
2.2 Generalized Model of Ideal Variety (GMIV)

The index *Fine Wine 1000* (representing 80% of the world wine market by price) increased two and a half fold between 2001 and 2010 is now stable at around 4 billion dollars (Millar, 2014). Income effect and competition may explain this result. Chevet, Lecocq and Visser (2011) certainly have in mind the former effect when they write that "the sky-high price paid for the 2009 vintage can in large part be attributed to increased wine demand from Asia (China in particular)". However such a claim is not investigated in detail in Chevet et al. (2011) who focus on the impact of weather conditions on historical price data. In order to analyse these effects, we follow the empirical analysis proposed by Hummels and Lugovskyy (2009) to test their Generalized Model of Ideal Variety (GMIV).

According to the GMIV model, two opposing effects related to income and income per-capita are crucial to the analysis of trade elasticities. On one hand, a rise of income generates more demand and the entry of new varieties. This leads to more competition between firms which proceed to reduce their mark-ups in order to stay in the market. *Ceteris paribus*, there are lower prices in larger markets.

On the other hand, consumers are increasingly “finicky” regarding the gap between current consumption and the ideal variety when consumption of a typical variety increases. Consequently, the richer the consumer, the more they appreciate value of a variety that is close to the ideal. This reaction encourages firms to set higher prices. All else being equal (in particular market size), firms set higher prices when consumers are richer. While the market size generates a pro-competitive effect, increasing price elasticity, rising income per worker reduces this elasticity.

To capture these opposed effects in the wine sector we consider that changes in the price set by a French producer $j$ on a product $k$ in the country $i$ at time $t$ depends on destination GDP and GDP per capita:

$$\ln \frac{p_{ij,t}^k}{p_{ij,t-1}^k} = a_0 + a_1 \ln \frac{Y_{i,t}}{Y_{i,t-1}} + a_2 \ln \frac{Y_{i,t}/L_{i,t}}{Y_{i,t-1}/L_{i,t-1}} + f_j + f_k + \epsilon_{ij,t}.$$  

(1)

where $Y_i$ measures the market size of the partner country $i$, approximated by GDP, and $L_{i,t}$ the population (GDP and population statistics are from the WDI database). A negative coefficient $\hat{a}_1$ is expected to confirm that the market size reduces price due to a competition effect that increases price elasticity. In contrast, a positive coefficient $\hat{a}_2$ confirms that, depending on market size, a rise in GDP per capita increases prices
due to the income effect (that reduces price elasticity). Fixed effects at the product and firm level are introduced to control for cost and quality variations. We do not introduce destination fixed effects which would control for variations that are specific to importers. In fact these effects would capture the effect of economic growth of the partners we intend to measure. In other words, we exploit cross-importer variation to assess the income and competition effect.

Table 1 reports results. Column 1 explains price growth over the whole period by only using extrema of the period, i.e. years 2001 and 2011. Column 2 uses price differential yearly (2011-2010, 2010-2009, and so on). Year fixed effects are introduced for estimations reported in the last Column.

<table>
<thead>
<tr>
<th>Price differential (using years 2001 and 2011)</th>
<th>Yearly price differential (2001-2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>(0.498)$^b$</td>
</tr>
<tr>
<td>GDP</td>
<td>-1.10</td>
</tr>
<tr>
<td></td>
<td>(0.481)$^b$</td>
</tr>
<tr>
<td>Year fixed effect</td>
<td>No</td>
</tr>
<tr>
<td>Product fixed effect</td>
<td>Yes</td>
</tr>
<tr>
<td>Firm fixed effect</td>
<td>Yes</td>
</tr>
<tr>
<td>R-square</td>
<td>0.587</td>
</tr>
<tr>
<td>Obs</td>
<td>3281</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>(0.160)$^a$</td>
</tr>
<tr>
<td></td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>(0.158)$^a$</td>
</tr>
</tbody>
</table>

Year fixed effect: No, Yes. Product fixed effect: Yes, Yes. Firm fixed effect: Yes, Yes. R-square: 0.587, 0.091. Obs: 3281, 106508.

OLS Estimations (RSE in brackets) $^a$: significant at 1%, $^b$: at 5%. All variables are in Log.

Table 1: Price regressions of French wines, 2001-2011

Whatever the period considered, Table 1 supports the conclusion of the GMIV. Income per capita fosters prices, while market size impacts negatively on the price differential. Using exporters and product fixed effects and exploiting time series variation in importer characteristics, we find that prices fell with importer GDP growth but rose with importer GDP per capita. A 1% increase in GDP per-capita generated an increase in price of 1.13% between 2001 and 2011, while a 1% increase in market size reduced prices by 1.10% over the same period. In Appendix A we show that these results hold at a more disaggregated level (i.e. at the French regional level distinguishing wines by reputation). Additional robustness checks were performed here, including changes in variables capturing the income and market size effect. The model seems more pertinent.

---

$^a$For instance, following Simonovska (2015) we have also used population instead of GDP. While this variable appears insignificant in her analysis we find a coefficient of −0.743 significant at 1%.
for a long term analysis than over a short period of time, explaining almost 60% of the average price variations between 2001 and 2011, while only 10% per year on average.

3 Competing theories

The above result illustrates that the main predictions of the GMIV models are confirmed for the wine sector. Here we go beyond this first step to discriminate between this model and more standard models of international trade. To illustrate this we consider the gravity equation proposed by Markusen (2010) (see also Frankel, Stein and Wei, 1998):

\[ x_{ij}^k = (Y_j Y_i)^\alpha \left( \frac{Y_j Y_i}{L_j L_i} \right)^{\beta \tau_{ij}^{1-\sigma}} \frac{Y_j}{P_j} \frac{Y_i}{P_i}. \]  

(2)

Where \( Y_i \) and \( Y_j \) are incomes (GDPs), \( L_i \) and \( L_j \) are the populations in \( i \) and \( j \), \( P_i \) and \( P_j \) are price indices, \( \tau_{ij} \) represents bilateral trade costs and \( \sigma \) is the elasticity of substitution between two varieties. With \( \alpha = 1 \) and \( \beta = 0 \) the gravity equation is similar to that obtained in Anderson and van Wincoop (2003) and Krugman (1980), there is no income effect, in contrast with \( \beta \neq 0 \) by which luxury and goods of basic necessity can be analysed.

To discriminate between this general equation and the GMIV prediction, we simply have to use this formula to compute imports of the rest of the world from \( j \), i.e. \( x_{rj}^k \):

\[ x_{rj}^k = (Y_j Y_r)^\alpha \left( \frac{Y_j Y_r}{L_j L_r} \right)^{\beta \tau_{rj}^{1-\sigma}} \frac{Y_r}{P_r} \frac{Y_j}{P_j}. \]

and we use this expression to compute the trade-share \( s_{ij}^k \), which is the \( i \)'s import from \( j \) on imports of the rest of the world, \( r \) from country \( j \). Taking the logarithm of this share finally provides the following equation:

\[ \ln s_{ij}^k \equiv \ln \frac{x_{ij}^k}{x_{rj}^k} = (1 - \sigma) \ln \tau_{ij} + \ln \frac{Y_i^{\alpha+\beta}}{P_i L_i^\beta} + \ln \left( \frac{P_r L_r^{\beta}}{Y_r^{\alpha+\beta}} \frac{\tau_{rj}^{\sigma-1}}{\tau_{ij}^{1-\sigma}} \right). \]  

(3)

The interesting feature of this computation is that all the variables specific to French producers have been eliminated. Moreover, by using partner-product fixed effects, denoted by \( f_{ij}^k \), we can capture specific characteristics of importers (GDP per capita, price index, etc). In short, taking the logarithm of (3) using (2) enables the following
The equation to be estimated:

\[ \ln(s^k_{ij}) = (1 - \sigma) \ln(\tau_{ij}) + f^k_i + \epsilon^k_{ij} \]  \quad (4)

The only variables that explain \( s^k_{ij} \) are trade costs \( \tau_{ij} \) approximated by bilateral distance \( d_{ij} \). This result contrasts with the GMIV model, where the distance to the market depends on the number of competitors, which itself varies according to GDP and GDP per-capita. Thus, by introducing distance in interaction with other variables, Hummels and Lugovskyy (2009) obtain what they call "a test of the CES null hypothesis":

\[ \ln s^k_{ij,t} = a_0 + a_1 \ln d_{ij} + a_2 \ln d_{ij} \ln (Y_{i,t}) + a_3 \ln d_{ij} \ln (Y_{i,t}/L_{i,t}) + f^k_i + \epsilon^k_{ij,t}. \]  \quad (5)

To validate the CES model (and also other models where GDP per-capita enters in a multiplicative form as we have shown), only the coefficient of distance should be significant (with \( a_2 = a_3 = 0 \) Equation (3) is reduced to Equation (4) obtained from the general gravity equation).

They find that \( \hat{a}_2 < 0 \) and \( \hat{a}_3 > 0 \) are statistically significant, which validates their model. We have applied this methodology to our database. Geographical distance between countries is taken from the CEPII database. Table [2] illustrates results. Column 1 is the benchmark with similar independent variables to those used in the previous section (GDP and GDP per capita) in interaction with distance.
To validate the CES model, distance must be the only significant coefficient, which is clearly not the case here. These results disqualify the CES assumption used with a simple model of monopolistic competition. Interactions between distance, market size and GDP per capita are essential in order to explain the share of wine exported as predicted by the GMIV model.

As a robustness check we have also used alternative measures of GDP per capita taking into account the income effect (Column 2 and 3). We have chosen specifically the top income shares (top 10% and top 1%) from the World Top Incomes Database to identify how exportations evolved in richer markets. This variable seems more appropriate than GDP per capita for countries like China where consumption and investment in wine are concentrated at the top of the distribution. Results obtained with top income shares in Column 2, 3 and 4 of Table confirm results obtained with GDP per capita and thus provide additional evidence supporting the GMIV model predictions.

\(^{10}\)This does not disqualify CES preferences used with more sophisticated models of monopolistic competition, in particular those using heterogeneous firms.


\(^{12}\)Dimson, Rousseau, and Spaenjers (2015) for instance wrote that “among wealthy individuals, fine wine is a mainstream investment” and Barclays (2012) reports that wine represents 2% of the wealth of about one quarter of high-net-worth individuals around the world that own a wine collection.
Using other variables (based on income instead of share) we obtained similar results. Lastly Column 4 and 5 use the wine production in the destination market to test the robustness of our result regarding the competition effect. Once again, the interaction with distance is significant.

4 Non-homothetic preferences and trade costs

Surprisingly the GMIV has a better predictive power than alternative models based on the widely-used standard/powerful gravity equation (2). Consequently we return to this equation and after rearrangement and by taking the log of (2) we obtain the following expression:

$$\ln(x_{ij}^k) = (\alpha + \beta) \ln(Y_jY_i) - \beta \ln(L_jL_i) + (1 - \sigma) \ln(\tau_{ij}) + \ln(P_iP_j).$$  \hspace{1cm} (6)

From this we estimate the following equation by separating wines exported by air, water and land:

$$\ln(x_{ij,t}^k) = a_1 \ln(Y_{jt}Y_{it}) + a_2 \ln(L_{jt}L_{it}) + a_3 \ln(\tau_{ij,t}) + a_4 \ln(P_{it}P_{jt}) + \epsilon_k$$ \hspace{1cm} (7)

We expect to obtain support for non-homothetic preferences with a positive impact of GDP per capita for wine exported by air. These wines may be of better quality than wine exported via other transport systems and consequently may be more sensitive to GDP per capita. The crucial coefficient is that of population; indeed with a negative sign, \(\hat{a}_2 < 0\) we verify that \(\beta > 0\) and thus the gravity equation (2).

To control for price index, we refer to a wide range of literature using consumer price indices (e.g. Bergstrand, 1989; Baldwin and Taglioni, 2014). We carried out many robustness checks concerning this last variable.\(^{13}\)

---

\(^{13}\)One can observe that measures of income inequalities are related to the GMIV model, for instance Bekkers, Francois and Manchin (2012) generalize the Lancaster model more by considering that the compensation function is not only dependent on the consumption of a variety (as Hummels and Luggovsky, 2009) but on total consumption. They then demonstrate that the elasticity of trade decreases with an Atkinson index of income inequality.

\(^{14}\)Anderson and van Wincoop (2003) and Baldwin and Taglioni (2007) recommended the setting of partner-fixed effects to control for price index and to obtain an unbiased coefficient of distance (and border effects). These fixed effects have been used here and provide similar results to the consumer price index. However, because our main interest lies in GDP and population (and not in dyadic variables such as distance) it seems logical to remove these fixed effects. This is also the empirical strategy adopted by Baldwin and Taglioni (2011) who write: 'If the econometrician is only interested in estimating
Furthermore, estimating the gravity equation by type of transport allows us to partially treat heterogeneity in terms of both products and destination markets. A selection effect linked to distance and to product quality certainly leads to the choice of one mode of transport rather than another. We have considered a standard form for trade costs:

\[ \tau_{ijt} = \text{dist}_{ij} e^{b_{ij}} \]

where \( b_{ij} \) includes “dummies” representing common language, \( \text{lang}_{ij} \), and past colonial links, \( \text{col}_{ij} \), such as \( b_{ij} = \text{dist}_{ij} \text{col}_{ij} \). Common language and colonial history appear crucial in explaining bilateral trade but direct measures are riddled with intrinsic errors. By using a constructed 0-1 index we limit the extent of these errors. In wine economics the importance of past colonial links has been studied for instance by Melonni and Swinnen (2014) who detail the rise and fall of Algeria as the largest wine-exporter, worldwide during the French colonization.

We use the OLS estimator, as well as the PPML and Gamma estimators. Using Monte Carlo simulations, Santos Silva and Tenreyro (2006) show that the Poisson pseudo-MLE performs better than the traditional OLS linear-in-logs. Head and Mayer (2013) recommend the use of OLS, Poisson and Gamma PML, and state that if the sample is large enough then Poisson and Gamma PML should give approximately the same result.

The impact of a pair-specific variable – such as distance or tariffs – the standard solution is to put in time-varying country-specific fixed effects. [...] Plainly we cannot use this approach to investigate the impact of using GDPs as the economic mass proxies. We have also conducted estimations with different functional forms such as: 1) all variables concerning France (including price index) reported on the right hand side of the gravity equation (a trade adjusted measure) 2) fixed effects and the population variable are introduced on the left hand side to analyse whether the sign of population changes when multicollinearities between variables are reduced to the minimum 3) introduction of unit value of wines instead of price index. Whatever the specification, results reported in the text table are still valid.

As recommended for instance by Head and Mayer (2013) who write "if all three estimates are similar, then we can relax because the model appears to be well specified [...] Therefore the OLS results are the maximum likelihood estimates".
<table>
<thead>
<tr>
<th>Dep var:</th>
<th>French Wine Exportation (adjusted by french GDP per-capita)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode:</td>
<td>Air-plane</td>
</tr>
<tr>
<td>Estimator:</td>
<td>OLS</td>
</tr>
<tr>
<td>GDPs</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>(0.036)^b</td>
</tr>
<tr>
<td>POPs</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>(0.039)^b</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.105</td>
</tr>
<tr>
<td></td>
<td>(0.075)</td>
</tr>
<tr>
<td>CPIs</td>
<td>-1.792</td>
</tr>
<tr>
<td></td>
<td>(1.779)</td>
</tr>
<tr>
<td>Colony</td>
<td>-0.411</td>
</tr>
<tr>
<td></td>
<td>(0.102)^a</td>
</tr>
<tr>
<td>Common Language</td>
<td>-0.661</td>
</tr>
<tr>
<td></td>
<td>(0.134)^a</td>
</tr>
<tr>
<td>R²/Pseudo R²</td>
<td>0.762</td>
</tr>
<tr>
<td>Obs</td>
<td>3971</td>
</tr>
</tbody>
</table>

*Estimations realized with year, firm and product fixed effects*

a: significant at 1%, b: significant at 5%, c: significant at 10%

**Table 3: Gravity equation**

Columns 1, 2 and 3 give results for wine exported by plane using the three different estimators. Distance and price index have the expected sign, but GDP and population contradict the theory. A positive sign is obtained for population, rejecting the idea that wines exported using this mode of transport are luxury goods. On the contrary, the theory is validated for wines exported by ship and road reported in Table 3 in column 4 and 5 using OLS.\(^{16}\) This validation of non-homothetic preferences is surprising since wines exported by road can be considered as basic goods not characterized by a strong income effect. After various robustness checks providing similar results, we conclude that these initial results are correct and that the theoretical model needed to be revisited. To reconcile our data with theory we decided to introduce economies of scale in transport. Depending on export-value, obviously firms pay different transport costs. There is a wide range of literature on this topic. For instance Skiba (2007) considering economies of scale in transport, finds that a 10% increase in the volume of trade brings about a 2.5% reduction in trade costs. Clark et al. (2004) find that transport costs are lower when trade volumes are high. In Kleinert and Spies (2011) total export figures determine the mode of transport. Transport costs of course vary with investment in

\(^{16}\)We carried out estimations with Poisson and Gamma PML with similar results
more efficient technology. By using price data from UPS, they find that a 10% increase in exports decreases transport prices by 0.8%. Hummels, Lugovskyy and Skiba (2009) show that shipping costs decrease according to the number of competitors, with low tariffs and product prices and with high demand elasticities. Lastly Rudolph (2009) demonstrates how a standard gravity equation can be biased if economies of scale in transport are not introduced.

By referring to this literature, we assume that transport costs take the following form:

\[ \tau_{ij} = \left( x^k_{ij,t} \right)^\eta d_{ij} e^{b_{ij}} \]

where \( x^k_{ij,t} \) represents the wine exports in value and \( \eta \) density (dis)economies. There are economies of scale with \( \eta \) negative, and diseconomies in the opposite case. Inserting this function in the gravity equation and resolving for \( x^k_{ij,t} \) to eliminate the endogeneity bias gives:

\[
\ln \left( x^k_{ij,t} \right) = \frac{\alpha + \beta}{1 - (1 - \sigma)\eta} \ln \left( Y_{j,t} Y_{i,t} \right) + \frac{\beta}{1 - (1 - \sigma)\eta} \ln \left( L_{j,t} L_{i,t} \right) + \frac{(1 - \sigma)\eta}{1 - (1 - \sigma)\eta} \ln \left( d_{ij} e^{b_{ij}} \right) + \frac{1}{1 - (1 - \sigma)\eta} \ln \left( P_{i,t} P_{j,t} \right). 
\]

This last gravity equation is helpful in revisiting the previous results. In particular in comparison with Equation (7) the coefficient of distance now consists of the following parameters:

\[ \hat{a}_3 = \frac{(1 - \sigma)\eta}{1 - (1 - \sigma)\eta} \]  
\[ \hat{a}_2 = \frac{\beta}{1 - (1 - \sigma)\eta} \]  

For air transport according to the estimation using the Gamma PML estimator we have \( \hat{a}_3 = -0.143 \), thus assuming an elasticity of substitution equal to 5 (which is a realistic value of \( \sigma \) according to estimations of Broda and Weinstein, 2004), we obtain \( \eta = -1.988 \). From such a result we can now deduce \( \beta \), we have:

\[
\hat{a}_2 = \frac{\beta}{1 - (1 - \sigma)\eta} 
\]
and from Table 3 (Gamma PML) the coefficient of population gives $\hat{a}_2 = 0.075$ thus using $\eta$ and $\sigma$ we arrive at $\beta = -0.524$. This result confirms the income effect that was previously rejected. Lastly by using the coefficient of GDPs from:

$$\hat{a}_1 = \frac{\alpha + \beta}{1 - (1 - \sigma)\eta}$$

with $\hat{a}_1 = -0.034$ we get $\alpha = 0.762$ which is relatively close to the unit elasticity of GDP obtained in many trade gravity equations. We note that our calculation of $\alpha$ and $\beta$ does not depend on existing estimations of $\sigma$. In other words these parameters only depend on our estimations in table 3. Resolving the system 8,9,10 gives expressions of $(\eta, \beta, \alpha)$ where $\eta$ depends on $\sigma$ but where $\alpha$ and $\beta$ only depend on estimates:

$$\eta = \frac{\hat{a}_3}{(1 + \hat{a}_3)(1 - \sigma)}, \quad \beta = \frac{\hat{a}_2}{1 + \hat{a}_3}, \quad \alpha = \frac{\hat{a}_1 - \hat{a}_2}{1 + \hat{a}_3}$$

Table 4 summarizes the numerical expressions derived from estimations and also reports results for wine exported by road and ship since we expect a zero value for $\beta$ that was not obvious until now.

<table>
<thead>
<tr>
<th>Mode: Air</th>
<th>Water</th>
<th>Land-road &amp; rail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transp econ scale ($\eta$)</td>
<td>-1.988</td>
<td>-0.024</td>
</tr>
<tr>
<td>Income per cap ($\beta$)</td>
<td>-0.524</td>
<td>-0.056</td>
</tr>
<tr>
<td>GDPs ($\alpha$)</td>
<td>0.762</td>
<td>0.318</td>
</tr>
</tbody>
</table>

**Table 4: Economies of scale in transportation**

Expected results are obtained. Wine exported by ship and road benefits from a smaller income effect than wine exported by air. The coefficient of $\beta$ is not strictly equal to zero but is however, closer to this value, in particular for wine transported by ship. Interestingly economies of scale are observed for transport by plane and ship ($\eta < 0$) but not for road. A 10% increase in the value of wine exported by road leads to a rise in transport costs of 0.5%.

## 5 Conclusion

Hummels and Lugovskyy (2009) proposed a model generalizing the ideal variety approach of Lancaster (1979, 1984). In applying this model to the wine sector, we have
confirmed the majority of its conclusions. A 1% increase in GDP per capita generates, on average, an increase in price differential of between 0.55% and 1.13%. Trade-share is strongly influenced by all variables approximating wealth concentration such as income earned at the top of the distribution. Lastly a gravity-trade equation supports the view that income effects play an important role in explaining wine exports but also raise questions about transport costs. Depending on economies of scale and market structure in this sector, changes in price and volume exported may partly be explained by transport costs interacting with rising global demand.
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Appendix A: Price elasticity and geographical reputation

To investigate whether the previous results hold at a more disaggregated level, we pursue the econometric exercise by focusing on French regional wines. This decision was taken in order to treat specific heterogeneous behaviour not fully captured by fixed effect and/or to consider aggregation bias. By estimating the previous equation with firm and time fixed effects and by separating wine by region we can compare the effects of both competition and income on wines produced in different locations.

We consider three regions: Bordeaux, Alsace and Languedoc Roussillon.

Bordeaux is recognized worldwide for its wine and the wines produced there have the most prestigious reputation in our sample.

We chose Alsace as a region producing white wines with a clear differentiation including the reputable dry Riesling and Gewürztraminer wines. This region also has the advantage of being located near the urbanisation corridor of Western Europe, with a population of around 111 million, offering producers an advantage in terms of market access.

Lastly, we consider the Languedoc Roussillon region which is one of the main wine producers in France, with annual production volumes that have been known to surpass the production of nations like the United States. However the production is heterogeneous in terms of quality and the region suffers from a poorer reputation than wines produced elsewhere (e.g. in Bordeaux).

Table (5) presents the results. It is worth noting that while Hummels and Lugovskyy (2009) pool over multiple exporters and provide results at an industrial level (HS2), we have enough data variation to lead the estimation at the HS8 level maintaining firm-fixed effects. This detailed analysis confirms the previous results, a rise in GDP per capita favours wine exportation for many varieties, while GDP growth, theoretically associated with more competition, is detrimental.
Wine                Bordeaux  Alsace  Lang Rous  Not AOC or PGI  
GDP per capita     1.26     1.88     1.63     1.15  
                       (0.706)^c  (0.971)^c  (0.506)^a  (0.322)^a  
GDP                 -0.85    -1.97    -1.52    -1.03  
                       (0.676)   (0.970)^b  (0.429)^a  (0.318)^a  
Year fixed effect  Yes    Yes    Yes    Yes  
Firms fixed effect Yes    Yes    Yes    Yes  
R-square            0.16     0.08     0.13     0.03  
Obs                 13506   3514    4648    17734  

OLS with RSE in brackets corrected by clusters on destination market.  
a: significant at 1%, b: significant at 5%, c: significant at 10%  
All variables are in Log  

Table 5: Price regressions for French wines  

Interestingly, for Bordeaux wines the coefficient of market size is insignificant, indicating that competition is less fierce for these wines. This result supports the GMIV model, extended to take into account reputational effects which can neutralize the effect of competition. The total effect of per capita GDP growth, only depends therefore on \( a_2 \) in Equation (1) and is equal to 1.26, which is clearly the strongest impact. For wines produced in Alsace and in Languedoc Roussillon the total effect is of \( \hat{a}_1 + \hat{a}_2 = -0.09 \) and of 0.11 respectively. The negative total effect for Alsace wines is worth noting since it has never previously been obtained and indicates that the total effect of per capita GDP growth can increase price elasticity. A vast majority of wines produced in these regions are products benefitting from labels such as the AOC classification (Appelation d’Origine Contrôlée) or PGI (Protected Geographical Indication) providing a positive effect on the reputation of these wines. The last column of Table (5) confirms that conclusions of the GMIV model also hold for wines without AOC and PGI classifications.  

Appendix B: data
<table>
<thead>
<tr>
<th></th>
<th>Obs.</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIB</td>
<td>4496</td>
<td>240299.67</td>
<td>1121194.33</td>
<td>0</td>
<td>21233314.65</td>
<td>WDI Database</td>
</tr>
<tr>
<td>Population</td>
<td>4868</td>
<td>31342438.23</td>
<td>120051717.3</td>
<td>8949</td>
<td>1350695000</td>
<td>WDI database</td>
</tr>
<tr>
<td>Production</td>
<td>697</td>
<td>4470.36</td>
<td>9919.54</td>
<td>0</td>
<td>57386</td>
<td>OIV (Organisation Internationale du vin et de la vigne). Total partner country wine production (2001 to 2011)</td>
</tr>
<tr>
<td>Imports</td>
<td>5377</td>
<td>29965639.42</td>
<td>195976058.88</td>
<td>1</td>
<td>3414783339</td>
<td>Comtrade Nominal exports at the 6-digit Harmonized System 2001 to 2011</td>
</tr>
<tr>
<td>Income share of top 10%</td>
<td>992</td>
<td>32.94</td>
<td>6.20</td>
<td>13.96</td>
<td>53.31</td>
<td>World Top Income Database</td>
</tr>
<tr>
<td>Exports</td>
<td>678037</td>
<td>57809.67</td>
<td>401432.14</td>
<td>0</td>
<td>58698319</td>
<td>SAD (Single Administrations Declarations). Exports of wine, by mode of transport, by exporters on all markets, at the 8-digit Harmonized System.</td>
</tr>
</tbody>
</table>

Table 6: Summary Statistics